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Appendix 3

Clock Skew M odel

Xiaohong Jiang and Susumu Horiguchi [JIA-01]

1. Introduction

The evolution of VLSI chips toward larger die sizegl faster clock speeds makes
clock distribution an increasingly important iss@ock skew modelling is important in
the performance evaluation and prediction of cld&ribution networks, because at
high speeds clock skew becomes a very significeottlem.

Clock skew may arise mainly from unequal clock platigths to various modules
and process variations that cause clock path delagtions. There are worst-case and
statistical skew models not suitable for modellihg clock skews of general clock

distribution networks in which clock paths are m=ntical.

The worst-case approach (Kung and Fisher model) gamally cause an
unnecessarily long clock period. The statisticaldels handle the problem from the
point of view that all clock paths are assumed ®o ithentical and independent.
Kugelmass and Steiglitz model predicts an upperntoaf expected clock skew.
Zarkesh-Ha, Mule’ and Meindl model is too conseiafor estimating the clock skew
of a well-balanced clock network that has identimatl strongly correlated clock paths

(for example, a well-balanced H-tree).

In order to provide a more accurate and more gemsgasistical skew model for
general clock (in which clock paths can be not tigat), these authors propose a new
approach to estimate the mean value and varianocdook skew of general clock
distribution networks. Based on the new approadipsed-form model is also obtained
for well-balanced H-tree clock distribution netwsrK he paths delay correlation caused
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by the overlapped parts of path lengths is consdati@r the new approach, so the mean
value and the variance of clock is accurately ettt for general clock distribution

networks.

2. Clock skew modelling

For a given CDN (clock distribution network), léfl,, 1) denote the signal
propagation time on the unique path from the clealrcd, to the sink;. The maximal
clock delay¢ and the minimal clock delayof the CDN can be defined as:

E= miax{t(lo 1)) (1)
n= miin{t(lo,li)} 2)

The clock skew between two sinksandl; is the delay differenci(lo, i) - t(lo, I;)|
and clock skew of the CDN is in general defined as the maximutoevaf|t(lo, |) -
t(lo, ;)| over all sink pair$; andl; and in the CDN. Thug, is given by

er?fjlx‘t(%Ji)—t(|ol;)‘=§—77 (3)

Process variations are subject to two sets of fac&ystematic factors, like power
supply fluctuations, which can be controlled by geotechniques and factors that are
random, and therefore uncontrollable by improvethméues. Therefore, the random
factors determine the achievable performance afcait We want to model the clock
skew of general CDNs when the random factors ansidered.

When random process variations are consideredati@is of paths delay are
modelled by normal distributions. To model the &lskewy, random variableg andy
should be first characterized. The model is basethe following two assumptions:

e« Assumption 1. A CDN can in general be represented by a binamy. Wée assume

that both the maximal clock delay and the minimatk delay in each subtree (and
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also the whole binary tree) of the CDN can be miedeby normal distributions

when process variations are considered. The assampiakes it easy to analyze
the correlation that exists between the maximaltiedminimal delay in a subtree.
This correlation analysis is critical in determigithe variance of skew in each
subtree (and also the whole binary tree) of the CDN

e Assumption 2: The delay along a clock path is the sum of the tageindependent
delays of the branches along the given path. Garoel between the delay of any
two paths is determined only by the overlappedspairtheir length.

The clock paths of a CDN usually have some commandhes over their length,
and these common branches cause correlation anmendetays of these paths. The

above assumption enables a complete analysisokitiil of correlation.

In addition to the delay correlation described issémption 2, the correlation
among paths delay may also be caused by the dedellatra-die variations of these
parameters involved in that delay (e.g., thresholtihges, resistances, etc.). However,
finding the correlation coefficient of these par&éense is, in practice, quite
uncomfortable and difficult. So authors neglectsthkinds of correlation in as indicated
in Assumption 2. In general, the intra-die proceasameters’ correlation will lead to
the paths delay in the same chip tending to betipesdependent. In this case,
Assumption 2 will guarantee that the expected valiielock skew will still be upper
bounded by the corresponding values estimated wsingpproach.

Compared to the old upper bound of expected skeaweéll-balanced CDN where
all the clock paths are assumed completely indegr@ndur estimates are enhanced
significantly, because the paths delay correlatansed by the common branches of
paths length are completely considered. Furtherymibeenew approach is applicable to
general CDNs, whereas the old models is only agblécto the well-balanced CDNs in
which clock paths are identical.

From (3), the mean value and the variance arfe given by:
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E(x) = E(£) - E®) (4)
D(¥) = D($) +D(n) -2pyD(&)-D(1) (5)

Here,E() andD() represent the mean value and the variance ofdomarvariable,
respectively, ang is the correlation coefficient @f andy. The parameter&(¢), E(),
D(¢), E@) andp should be accurately estimated for a CDN to alllwe &ccurate
modelling of clock skew.

3. Parameter estimation

A recursive approach for evaluating the parameigfs E(@;), D(), D(y) andp of
general CDNs is presented here. Based on thisitggrclosed-form expressions of
clock skews and the maximal clock delay of welldmgkedH-tree CDNs are also

developed.

3.1.Algorithm for general CDNs

A CDN can generally be represented by a binary, tseea simplified binary tree
shown in Figure 1 is taken as an example to ilistthe evaluating process of these
parameters. The evaluating process is then appdiegeneral CDNs. All the paths in
Figure 1 are partitioned into independent branshes, $, ... by the branch split points
in the clock tree, wherd; is the actual delay of. The branch split poindi, ) in the
clock tree is associated with a set of random Wée&(, #ij, xi), hered;, n; andy; are
the maximal clock delay, the minimal clock delaydahe clock skew of the subtree
starting from the split point, respectively. Eaehdom variable here is characterized
by both its mean value and its variance.
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Figure 1: Binary clock tree.

To illustrate that the parametdt§’), E@;), D), D(y) andp of the simplified binary

clock tree can be evaluated recursively, we begith \the evaluating process of

(Soomoo,x00)- Let branchs also be associated with a set of random variabfes;, pi),

with & being the maximal clock delay amg being the minimal clock delay of the

subtree starting from bransh and being; the correlation coefficient @f andy;. Thus

512511+d1’ 522512+d2

(6)
771:7711+d1, 772 7712+d
_D(&)+D(m) Dl
pr=
D(&)-D(m) o
5, ~D(&)+D(1,)D(x)
2 D(éz)' ( 2)
Then we have:
£ = max(é, &) = % . [£,-¢3
41, ~|m -1 (8)
Moo = MiN{n,,1m,} =— 22 11,

oo =S00— Moo 9)
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Equations (6)—(9) indicate that the results of brasplit point(0, 0) are determined
by and can be evaluated from both the corresporm@isigits (<11, 711, x11) and(&iz, 712,
x12)] of the next lower level split pointd, 1), (1, 2),and the delay of the branches |
ands;] connecting the point to those next lower levdit gints. So once the results of
(&, mij, xi;) are obtained for each lowest-level split point.(itee split point from which
no further branch split points can be found in shbtree starting from that split point —
points(n, 1), (n, 2),...), the process above can be used recursivelyaina@e the mean
values and the variances of clock skew, the maxatogk delay and the minimal clock
delay of a general CDN in a bottom-up manner.

In fact, the results af¢.1, 71, xn1) Of one lowest-level split point in Figure 1 can be
obtained as follows: The mean values and the veemonf,; andz,. can be evaluated
by using their distribution functions, respectivelfhe mean value and the variance of

xn1 @re given by:

E(an) = E(énl_nnl) = E(| dsinkl_ dsink 4)
[ 2 Esinkm 10
_ 2 Bk exp[é[ B } }r 2B I exp{—%tzjdt (10)

\/% 2 ‘\] Dsink \/Z 0
D(an) = D(|dsinkl_ O gine zl) = Ezsirk + Dsirk_|: E(Zn )T (11)
where

Esink = E( dsinkl) - E( dsirkz) (12)
Dsink = D(dsink1)+ D(dsirkz)

Based on the results @fo,7700,00), the parameter& (), E@), D), D) andp of
the whole binary tree are then given by:

E(f): E(§00)+ E( dO)’ E(n): E(77oo)Jr q Q)

D(f) - D(§00)+ D(dO)’ D(n) - D(77oo)Jr D(dO)
_D(£)+D(n)- D (Xwn)

2yD(£)-D(n)

(13)

(14)
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The pseudocode for the parameter estimation afigoris the following:

- Parameter estimation for general CDNs

{

Initialization:
for each L, € V do

{
e d’
n° «d°
PP 1
}
Al gorithm
while (V not enpty) do
{

for each L, € V do

{

P (X)= P(& < - B&7 <
P (¥)=1- p(m > X p(ns>

(%)= [x ol po (3)
D(2) - J [x- ()] o[ p (3)

—0

()= ] d( - (9)

D(")= [[x-~&(n")]"d( B ()

b gb b_ £b _b b b
o) cof L5487 i

£() = E() - )
D(£7)=D(£)+D(") -2 oz )

Remove GP = (W, B fromG = (v, E)
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§b<_§LP+dLP

In the pseudocode, a CDN is represented by gaph (V, E) with vertex (split
point) set Vand edge (branch) s& The lowest level split pointer of the graph is
associated with random variablég® n-* »'F), as defined aboved® "), are the
random variables associated with the branchesirgjaftom a lowest level splitting
point, with (&1°:°x2%) and (&°72°x2") representing the random variables associated
with the two branches starting froloa, respectively. For a CDN, the initial valuescdf
andz® are just the actual dela of the branches that support sinds’ is the actuall
delay of the branchp connecting to its parent splitting point, a@t = (V'*, E-P) is
the subgraph starting frobp.

Since the algorithm carries out the same amouobwoiputation for each split point,
the following conclusion can be obtained:

Theorem 1: “The parameter estimation algorithm given abowemputes a network
G=(V, E) in O(|V|) time™.

The theorem indicates that the parameter estimagigorithm is computationally
effective in estimating the parametee), E@), D(¢), D(y) andp of a general CDN.
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3.2.Clock skew estimation for H-tree CDNSs

The H-tree technique is widely used to reduce tbekcskew. Due to the very
symmetric structure dfl-tree CDNSs, it is possible for us to get a closaunf model for

clock skew and the maximal clock delaytbtree CDNSs.

Before developing the models, thetree itself must first be defined. Without loss
of generality, a well-balancad-tree has hierarchical levels, whene denotes the tree
depth. The leveD branch corresponds to the root branch, and ley@kanches to the
branches that support sinks. A levddranch begins with a level splitpoint and ends

with leveli+1 split point. TheH-tree illustrated in Figure 2 is drawn fo£6, which is

used to distribute the clock signalsg4processors.

Mo
HIE HaTE

I | i | I | i
H H[H P

Figure 2: A well-balanced H-tree clock distribution network for 64 processors

For an level well-balancedH-tree, letd;, i=0, ..., nbe the actual delay of branchf
a clock path. The mean values and the variancéiseofaximal clock delay and the

minimal clock delayy, of theH-tree are then given by following equations:

1

c0-3 e 2337 o) e
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1

E(n)=iE(d) Z\/Z[”Tj - D( ) (16)

0()=0(n)=3 ) -p(a) an)

i=0

Results (15)—(17) and (3) indicate that the exmkaieck skewE(y) and skew
varianceD(y) of then level well-balancedH-tree are given by:

1

c)-£@) e - 23557 o)

D(%)=D(£)+D(7)-2-p-{D(£)-D(n) =
~2(-0) 37 o)

(19)

wherep is the correlation coefficient @fands, andp can be recursively evaluated for a
network as discussed in Section 3.1. The closed-fexpressions (15)—(19) indicate
clearly how the clock skew is accumulated alongdlbek paths and with the increase
of H-tree size. This enables a suitabldree size to be selected for a specified clock
frequency, and also enables minimization of thelclperiod, improving the speed for a
fixed sizeH-tree network.

3.3.Yield of clock skew model

The clock period of a CDN is in general determirgdthe clock skew of the
network. With the estimates of mean values andamags, in hand, it is possible for us
to estimate its yield. Here, the yield of a randeanable means the probability that the
variable is less than a specified value. For gén€i@Ns, ¢ and » are positively
correlated (i.e»>0) normal variables, and clock skevean be modelled by log-normal
distribution as verified by available extensive giation results. The clock skew yield,
i.e., the probability that the actual skew of thetwork, y, is less than a skew
specificationx (P(y<x)), can then be evaluated as:
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2
¢ loge 1( logt — 11,
P(y<X)=|———exp ——| ————=| dt| (20
(7 )'(.;\/272'-51-t p[ 2[ o, (20)

where parameteyg andd; are given by:

1, = log [E(Z)T - (21)
D (x)+[E(z)]

- loge. o P EMD]

5,= [log Ig[ o] } (22)

Once the algorithm developed in Section 3 estimdiesnean value gf of a CDN,

the yield ofy can be approximated by a lognormal distribution.

4. Clock skew calculation in function of its components

4.1.Calculation

The delay of a branch may then be obtained by gusgahe rise and fall times.
Using Sakurai's model for interconnection delay8 #8 of time delay), the delay of a
stage composed of a wire interconnecting two bsffgverters) is:

TDeIayzl'ORint C|nt+ ZBQ R) Q+ R) Q‘n—i_ R]t Cf) (23)

HereRy is the output resistance of the driving transistbminimum size inverter,
Co is the input capacitance of the driven minimum sireerter, Ci,; and R are the
capacitance and resistance of the interconnectenih the branch. Their expressions
are given by:
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Rz, K=l g o fa
K '(VDD _VI') Leg Lo
Co=Co-W- Ly (24)
Rt = L. Line
\Nmt "o
Cint =&p % Lint

ILD

where:
o« WandLex width and effective length of the transistor.
e Cyx gate unit area capacitance.
e tox gate oxide thickness.
e u: charge carrier mobility.
e Vy: threshold voltage.
e p: metal resistivity.
e &ox OXide dielectric constant.
e ¢p: interlevel dielectric constant.
e Wiy, Lint andti: width, length and thickness of the interconnetctioe.
e Typ: Interlevel dielectric thickness.

In the Gi; expression, we don’t take into account the coutigim of fringing fields.

The process parameters and their standard degatised here are based on the
0.25 um CMOS technology predicted by the International hiredogy Roadmap for
Semiconductors (ITRS) and the MOSIS parametric testlts of a typica0.25 ym
technology. The mean values and intra-die standaxdations (SD) of these process
parameters are presented in Table 1.

Parameters|Mean| SD
Lert um) | 0.25 [ 0.007%
Voo (V) 2.5 0
Vi (V) 0.51] 0.02
Vrp (V) |-0.51| 0.02
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tox (A°) 50 | 0.65
un (crf/Vs)| 391 | 7.82
up (cntiV-s)| 122 [ 2.44

tine @m) | 0.1 [0.0013
Tip (wm) | 0.1 | 0.00173

Table 1: 0.25 um Process parameter s (mean and standard deviation).

Here,Vpp is not considered as a random variable since alaeepsupply in a system
is globally controlled. Furthermore, the standagdidtion of the width of a transistor is
0.02 um for n-MOS and 0.0%m for p-MOS as estimated from MOSIS. The n-MOS
transistor and p-MOS transistor in the minimum meeof the technology are assumed
to have the gate width/length @37 xm /0.25um and 1.1um /0.25um, respectively.

As indicated in Assumption 2, the intra-die paraengicorrelations are neglected in
this model. ThusRy in (24) will be independent frorB,. One approach to calculating
the delay variance of a branch due to the variatiohprocess parameters is to first
express the relations (24) in terms of independantbles. The delay variance of the
branch can then be determined in terms of variamdethese independent random
variables. For example, the variane¢,, of a random variable that is a function of
independent random variablesf(x,y,...) may be obtained from:

Gf:[ij -Gf-ﬁ-(ij Ot (25)

We are going to consider the following variables@iculate the variance Gfelay:
VT! /ul tOXl I—eff, Wl TILD! Vvint, tint-

Therefore, the variance of the delay in a branc¢hadollowing:

2 2 2 2 5
G-?De\a = (%] 0\2 + (%] Gj + (aT_Delay] G‘ozx + %y GLze" + ( 0 TDeIa)j 0\,5
y oV; ou ot,, OL g oW (26)

2 2 2
+ a-I—Delay G—? + aTDeIay sz\( + a TDeIay 05
a‘l’l b LD aW nt a tm nt

int
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where:

oT oT,
pelay _ ¢ " pelay Ry = 2.30(00 + Cmt) i
oV,  0R 0V Yoo ¥
OToeay _ Toelay IR, _ 2.30(C,+C )&
N, R ou S

aTD(—:‘Iay _ aTDelay aRO + a-I_Delayaco _
&,  OR o, 8G at,
aTD(—:‘Iay _ aTDelay aRO + aTD(—:‘Iay aCO
Olgs  ORy Ok 0C, Ol
aTD(—:‘Iay _ aTDelay aRD + a-I_Delayaco _ 2 3
oW R OW oG oW

int

23qQ+c)§423q%+%J§ (27)

:23qQ+q0{i+23q%+agfi

o(C, +Q”t)%v+ 2.3qR+ Fﬁn)—c\;;v

oT, OTpeiay OC,,,

Delay __

C
=(LOR, + 2.3R)=nt
a-I—ILD ac a-IILD ( t TLD

int
a-I—Delay — aTDeIay aRm + a-I—Delayaqm :(
M, ORy OW, 0G W

0T, oT
Delay _ Delay aRnt — (LOZ:im + 23@0)&

atint al%nt a 1%nt tint

1.02C,

int

+ 2.3@,) 3:{+( 1.0R, + 2.3@)%{

Also we have to consider that every branch hasffarent length. It doubles it
length each two levels.

Once the mean delay value and the delay varianeaasf branch are evaluated for a
network, the theoretical approach developed camsbd to estimate the mean value, the
variance and the yield of the clock skew of thevoek.

4.2. Verification

To verify the new approach, transistor level Moarlo simulations are also
conducted. In the simulation, each basic paramaté24) is simulated by a normal
random variable. To agree with the conditions usethe theoretical approach, the
correlation betweeK andVr, betweery andCyy is neglected as discussed above. The
actual delay of a branch is then evaluated from rdmdom values of these basic

parameters using (24). The actual delay of a gatha sum of the actual delays of the
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branches along that path. The actual maximal clbely, minimal clock delay and
clock skew of the network are then determined Dy-(@). For a specified value, the
yield of a parameter (clock skew) is estimated h®y tatio of number of simulations in

which the parameter is less than the specifiedevdithe total number of simulations.

The first network considered is well known as Hwree approach shown in Fig. 2
(for brevity, inverters are not illustrated in thalowing networks). Due to the very
symmetrical design oH-tree clock networks, all clock paths within thetree are
identical, and the old statistical model can beduseget an upper bound of its expected
clock skew when all the paths are assumed to bepewtient. According to the old
model, an upper bound of expected clock skew of @l-balancedH-tree is

asymptotically given by:

4AInN—-InInN—-Ind4r + 2C 1
EUPper =0- +0O| —— 28
(%) a{ 2nN)” (IOQNH( )

with the variance of clock skew being given by:

2__2 1
D**(4)=22—+0 29
() 6InN log’ N (29)

where:

0. standard deviation of path delay.
C=~0.5772 Euler’s constant.
N: number of paths (number of processing elements).

O(): higher order term.

In a n-levelH-tree, there are a total @"*-1 branches, and it can be used to
distribute clock signals t&" elements. For two combinations of parameteamid Wiy,
in a wide range, and when the numbers of process@s4, 8, 16, 32, and 64, the
theoretical results (obtained using both the old aew models) and simulation results
of clock skews of correspondidrtrees are summarized in Figure 3.
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* simulation results of clock skew
theoretical results of new model
------ theoretical results old model
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number of processors being considered

(a)
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Figure 3: Simulation results and theoretical results of clock skew of H-tree
networ ks when different numbers of processors are considered. (a) M ean value of
clock skew. (b) Standard deviation of clock skew.

The results in Figure 3 show that the new modakmurate in estimating the mean
values and standard deviations of the clock skewd-dfee CDNs, where the delay
correlation determined by the overlapped partsath pengths has been considered as
indicated in Assumption 2. Compared to the oldnestées of expected clock skew
where all the paths in thé-tree are assumed completely independent, the semates
based on Assumption 2 are a significant enhancerfentdifferent sized-trees, the
expected clock skews estimated using the old m{2®) are at least 2.6 times the
expected clock skews estimated using our apprdduhk.is shown in Fig. 3(a). In cases
where clock frequency is limited by skew rathernthey the minimum time between
two successive events propagated through Hkheee, an unnecessarily long clock

period will result from using the old skew model.
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Based on the above estimated results of the mdaasvand the variances gfthe
yields ofy and can be further estimated as discussed ind®dctior the six-leveH-
tree shown in Figure 2, the theoretical yield resahd the simulation yield results jof
is summarized in Figure 4. For comparison, we glgsent in Figure 3 the simulation
results of yield of clock skew when all paths assuamed independent.

theoretical results = simulation results
------ simulation results when all clock paths are assumed independent

1.0+
h=10, w=2 um

0.84
h=10, w=2 pm -

0.6+

0.44

0.2 J/ h=100, w=3um  * . hq00, we3 pm
0.0

0 100 200 300 800 1000 1200 1400
required clock skew x, ps

probability that clock skew is less than x

Figure 4: Simulation yield results and theoretical yield results of clock skew of an
H-tree network for two combinations of parametersh and W.

The results in Figure 4 indicates that the old niededependent assumption leads
to very conservative estimates of clock skew yielflsl-tree CDNs that have identical
but strongly correlated clock paths. The results-igure 5 also show that when the
mean values and the variancey aff the H-tree CDNs are accurately estimated by our
approach, the yields of thejris further approximated by log-normal distribution

Due to the assumption that all clock paths aretidaly the old statistical skew
model could not be used to model the clock skewgeokral clock networks with non-
identical paths. The new model developed, howesasr,be used to accurately estimate
the mean values and the variances of clock skethesde general CDNs. For a well-
balanced CDN (e.gH-tree clock network), the expected clock skewswsted by old
model are very conservative because correlationngnmaths delay are completely
neglected. On the other hand, the expected cloeWwslestimated by the new model are
enhanced significantly. For the well-balandddree network shown in Figure 2, the
results in Figure 3 show that when parameter®00 andWi,=3 #m, the expected clock
skew estimated by old model is ab®@92.5 ps a valueb.8 times larger than the actual
value. For a traditional clocking mode and when 1686 rule of thumb relating the



Luis Manuel Santana Gallego 117
Investigation and simulation of the clock skew indarn integrated circuits

skew to the clock period is used, the actual clpekod should be dominated by the
maximal clock delay, and the mean value of clockigoewill be 6.96 ns However,
when the old skew model is used in the skew estimidie clock period should be
determined by the clock skew rather than the malxatogk delay, and the mean value
of clock period will be8.925 ns The old model will thus mislead efforts to reduhe
clock period of the network. For a pipelined cloakimode, the clock periods of well-
balancedH-tree networks will be dominated by the clock skeather than by the
minimum time between two successive events propdg#trough theH-tree, an

unnecessarily long clock period will result fromngsthe old skew model.

5. Conclusions

e The old model (upper bound model) is too conservegain estimating the
expected skew of a well-balanced CDN. Also, in geheral enough to model
the clock skew of a non-balanced CDN.

e A closed form model (statistical) of clock skewpiesented for well-balanced
H-tree CDNSs.

e The path delay correlation determined by the oppea parts of path lengths is
completely considered in this approach. Therefdre,mean value and variance
of clock skew is accurately estimated for genefaNG.

e Considering process variations in designing a cliskribution network, mean
values and variances of delays for all branchesildhcarefully be estimated,
then the approach presented here will be usefavaiuating and predicting the

network’s performance of clock skew.

e« Two main assumptions:

- Assumption 1. A CDN can generally be represented by a binary. tvée
assume that both the maximal clock delay and th@mmail clock delay in
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each subtree (and also the whole binary tree)eoCIBN can be modelled by
normal distributions when process variations amstered. The assumption
makes it easy to analyze the correlation that €Xistween the maximal and
the minimal delay in a subtree. This correlatioralgsis is critical in
determining the variance of skew in each subtred édso the whole binary
tree) of the CDN.

- Assumption 2: The delay along a clock path is the sum of the uage
independent delays of the branches along the gpath. Correlation
between the delays of any two paths is determindyg loy the overlapped
parts of their length.

e To apply the model in a H-tree CDN, it's necesgsarinow:

- Interconnection resistanc

- Interconnection capacitanc@i

- On-resistance of the driving transistBRs:

- Input capacitance of the driving invert€l;
- Power supply voltagé/pp

- Threshold voltageVr

- Threshold voltage deviation (in Y&+

- Charge carrier mobility deviation (in %

- Gate oxide thickness deviation (in %x

- Transistor width deviation (in %

- Effective channel length deviation (in %)<
- Wire width deviation (in %)&wint

- Wire thickness deviation (in %diint

- ILD thickness deviation (in %}mp

- Lowest level branch lengtlh;y

- H-tree levelsn



