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Abstract

In this document we present an approach to characteristic modeling of power amplifiers using
convolutional neural networks. Radio Frequency Power Amplifiers suffer from distortions when

they approach high efficiency levels, and by having a model of how the amplifier is going to distort
radiofrequency signals, we can pre-distort the signal before hand with the inverse characteristic to
mitigate the distortion the amplifier applies.

To do so, we propose a convolutional neural networks. Neural network behave like universal
function approximators given enough data. We present that this architecture is fairly successful
when modeling nonlinearities on three different amplifiers while keeping its complexity and number
of parameters to reasonable levels.

Lastly, we replicate results on similar research showing that feeding certain transformations of
the inputs to the network leads to better modeling of the amplifier without raising the number of
parameters much. Because of the inherent performance of convolutional neural networks, we can
augment the input data both memory-wise and order-wise without adding many parameters to the
model.
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Notation

a Scalar
v Vector
A Matrix
A Tensor
R Set containing all the real numbers
{0,1, ...,n} Set containing all the numbers between 0 and n
det(A) Determinant of matrix A
A> Transpose of A
A−1 Inverse of A
ai Element i of vector a
Ai, j Element i, j of tensor A
Ai, j,k Element i, j, k of 3D tensor A
Ai,: Row i of tensor A
A:, j Column j of tensor A
A:,:,k 2D slice k of tensor A
∂y
∂x Partial derivative of y with respect to x
dx
dy Derivative of y with respect to x
∆xy Gradient of y with respect to x
∆Xy Matrix derivatives of y with respect to X
J Jacobian Matrix
||x||p Lp norm of x
||x|| L2 norm of x
x(i) The i-th example of a dataset
MSE Mean square error
RMSE Root Mean square error
6 Less or equal to
> Greater or equal to
e number e
IRe Real component
IIm Imaginary component
sen Sine
tg Cosine
sinyx Sine of x to the y-th power
cosyx Cosine of x to the y-th power
ReLU Rectified Linear Unit Function
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1 Introduction

Wireless communication are growing quickly both in complexity and number of application, with
users demanding near-perfect transmission and reception of data. Clients demand higher datarates
for their streaming and video services and range to provide content all around the globe. However,
the signal propagation distance depends on the frequency and power of those signals. Because
of that, wireless signals often fall into the Radio Frequency range, from a few hundred MHz to
a few GHz, since these frequencies provide sufficient range with a reasonable power that allows
mobile systems to receive them. Radio Frequency Power Amplifiers become then a key component
in wireless communication, boosting a signal strength to a desired power level to reach the receiving
system.

Amplifiers are the main consumer of power not only on base station but also on mobile devices,
so we want them to be as efficient as possible, that is, we want to make the best use of the power
provided to the amplifier, but often, higher efficiency comes with distortions on the output signal.
Since amplifiers operate the most efficient while in the saturation zone, they start introducing
distortions or nonlinearities on the output signal, which leads to errors at the receiving end.

To mitigate this distortions, digital pre-distortion systems are designed to allow amplifiers to
behave as linearly and thus efficiently as possible. Neural networks are one of the most promising
techniques on digital pre-distortion, because of their flexibility and the vast amount of research on
them, bringing groundbreaking techniques to better model and optimize them at a really high pace.
To be able to pre-distort signals, we need models of the amplifiers that tells us how and why the
aforementioned distortions happen, this models are called behavioral models.

On Chapter 2, we introduce the neural network concept and most of the mathematical tools we are
going to use to design, create and test our neural network. On Chapter 3, we explain the problem of
behavioral modeling and digital pre-distortion and previous work on neural networks as behavioral
models. On Chapter 4 we present the experiemnts we are going to perform and the code used in
them, while in Chapter 5 we provide some insights on the results of the experiments and the neural
network learning process. Then, on the last Chapter, we write the conclusions from our investigation
and add two appendices to provide more knowledge on our two main tools we used to model each
experiment.

1.1 Objectives

On this document, we investigate on the use of one particular neural network architecture, called
Convolutional Neural Network, applying it as a behavioral model of a variety of amplifiers with
different power at their input signal. We test here if the flexibility of similarly complex networks can

1



2 Capítulo 1. Introduction

provide us with an efficient pre-distortion tool. This application is motivated by recent success of
Convolutional Neural Networks on other time-related and forecasting problems, and their simplicity,
scalability and paralellization potential compared to Recurrent Neural Networks make them a very
attractive option for behavioral modeling.

We test the networks performance with a variety of real-world, lab-acquired signals. We also
explore which architecture performs the best for each experiment, confirming previous research on
related topics.

1.2 Methods and Materials

Input and output pairs of signals are obtained using amplifiers at the lab or on online laboratories
such as the one provided by Chalmers University of Technology. Neural networks architecture are
defined using Python and a variety of machine networks libraries, mostly Pytorch, SKLearn and
Optuna and experiments run on a Google Colab environment, which provides us with high-end
Graphics Processing Units for quicker computations and optimization loops.



2 Neural Networks

This section aims to explain what neural networks are and what problems they aim to solve.
Neural networks are widely used nowadays for a variety of purposes, it can be either self

driving cars, image recognition, natural language processing, stock market prediction and a great
amount of different applications are discovered each year for neural networks, but what are they,
really?

Neural Networks are certainly not the first ever learning algorithm created, but since they have
shown to be flexible in a variety of different scenarios, they are raising a great interest in the scientific
community. Neural networks’first developments come motivated by neuroscientific research that
tried to model the brain behaviour as early as 1943 [40]. Even though neuroscience is regarded as a
source of inspiration for current neural networks, it does not serve as its guide, and modern research
on the machine learning field diverges from the neuroscience path. Neural networks have however
become an important technology fairly recently, and that has to do with two main factors: the
amount of data available to us and the computational power, specifically in current GPUs (Graphic
Processing Units).

Figure 2.1 Tesla’s Autopilot interpretation of its environment. Here, the input is the different images captured
by the cameras and the networks output is represented by the different lines painted over the road
identifying each object and path .

We can then think of neural networks as universal function approximators, that is, with enough
data and computational power, a neural net will be able to find a function that maps from a given
input to a desired output, not matter the dimensionality and complexity of the problem at hand. Now,

3



4 Capítulo 2. Neural Networks

if we come back to one of the aforementioned examples, like the self driving car, we can see when
the neural net comes into play: the network maps from a number of inputs (cameras and a number
of sensors) to a desired output (steer the driving wheel a number of degrees, activate the brakes,
increase acceleration and so on). Of course, the network at hand here becomes fairly complicated,
as it has more parts and different layers than the simple one used in this document, but it exemplifies
the level of abstraction a neural net can achieve and the vast amount of situation where we can make
use of an universal function approximator.

2.1 Overview of Neural Networks

The quintessential architecture of neural networks is called Feedforward Neural Net of Multilayer
Perceptron. They are called feedforward because the input flows through the different functions of
the network to the output, without any feedback of the network outputs to itself (unlike, for example,
a Recurrent Neural Net, outside of the scope of this document but widely used nonetheless).

As a quick note, we will be using the word tensor throughout the document. Tensor is the
abstraction of the matrix or vectors, that is, for example, a vector is a 1-dimensional tensor, and a
matrix is a 2 dimensional tensor. Further on, we will talk about 3-dimensional tensors as inputs for
our neural networks.

The building block of neural networks is called a neuron [18]. Neurons are small components
that take a number of inputs, sum them and apply a defined function.

Figure 2.2 Diagram of a single neuron. The inputs are represented by the x vector and the output is represented
by the y∗ scalar. Any given neuron can have as many inputs as desired. The w vector represents
the weights associated with the neuron, and b represents the bias of the neuron .

For a given neuron, we can express the output as:

y∗= g(
∞

∑
n=1

xnwn +b)
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Where g(x) is called Activation Function, and they serve a double purpose: to prevent gradient
vanishing and gradient exploding, which we’ll explain later in the learning section, and to introduce
non-linearity in the network. The parameter b here is called bias, and gives each neuron a constant
regulated by the weight of the corresponding connection in case we need to shift the activation
function to produce better results.

Neurons are arranged in layers inside a neural network, and these layers are connected by synapses
governed by weights. The diagram below exemplifies this:

Figure 2.3 Diagram of a simple neural network. All the neurons are connected by the weights parameters,
the bias b here is removed for clarity .

Where the parameters wl
nm are the weights. Each connection on a neural network has a number

associated with it called weight. Weights are multiplied by the input on that connection and are the
parameters we will adjust during the training process of a neural network. Each element the vector
z1 represents each input of the corresponding neuron:

z1 =

x1w1
11 + x2w1

21 +bwb1
x1w1

12 + x2w1
22 +bwb2

x1w1
13 + x2w1

23 +bwb3


And a2 represents the vector where each element is the output of each neuron:

a2 =

g(z1
1)

g(z1
2)

g(z1
3)


The network above represents a very simple feedforward neural network. More complicated varia-

tions exist, where different kind of layers and neurons are used, such as Recurrent Neural Networks
using LSTM (Long Short Term Memory) [24] or Convolutional Neural Networks [34].
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2.2 Forward propagation on Neural Networks

When we provide neural networks with an input and it makes the computation necessary to produce
and output is called a Forward Pass, because the information is flowing forward from input to
output. On this section we are going to explain the computations a neural net follows to produce its
outputs.

First, the input to every neural network is in the form of a multidimensional matrix or a tensor.
In most circumstances the information is going to take the form of a 2D matrix, where each row
represents an example and each column represents the information about the abovementioned
example we want the network to learn, also called ‘features’. Here’s an example of a dataset of
different NBA players where each row represents a different player and each column represent the
statistics of each player:

Figure 2.4 Simple Dataset of the NBA players. The Dataset contains 31 columns, that is, 31 features for
each player. .

We could use the above dataset for, for example, train a network to predict the number of 3-
pointers a player is going to score given the different information on the dataset. For our example of
a forward computation we are going to use however a simple, 2-feature input and a neural net with
only one hidden layer and output layer, as the network on Figure 1.3.

Given an example input like:

x1 x2 y

1 6 50
2 7 78
3 5 15

Here, x1 and x2 are our input vectors or features and we want to train the network to predict y
given x1 and x2. Now, we can write the matrix resulting of the first layer computations as:

z1 =

1 6
2 7
3 5

[w1
11 w1

12 w1
13

w1
21 w1

22 w1
23

]
=

 1w1
11 +6w1

21 1w1
12 +6w1

22 1w1
13 +6w1

23
2w1

11 +7w1
21 2w1

12 +7w1
22 2w1

13 +7w1
23

3w1
11 +5w211 3w1

12 +5w1
22 3w1

13 +5w1
23


Note that Z1 is now a matrix instead of a vector, since we are feeding several examples at the

same time. The number of examples (rows) on a forward computation is called batch size. The batch
size is one of the many parameters that we have to adjust empirically to find the best results. This



2.2 Forward propagation on Neural Networks 7

parameters are called hyperparameters. Now, if we name each matrix and ignore the bias, we can
write:

X ·W1 = Z1

Where Z1 has as many rows as the input matrix and as many columns as the number of neurons
on the hidden layer. Then, following this notation, we can write the 4 equations that govern the
forward pass on this neural network:

Z1 = X ·W1

A1 = g(Z1)

Z2 = A1 ·W2

Y∗= g(Z2)

Where g() is the activation function present on each neuron. One of the most widely used
activation function is the ReLU function:

−4 −2 0 2 4
−2

0

2

4

Figure 2.5 ReLU activation function.

Other activation functions are represented below. What activation function we use is again one of
the hyperparameters of the neural network. We may have to try different activation functions for the
neurons until we arrive at the best performing one.
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−4 −2 0 2 4
−1

0

1

2

−4 −2 0 2 4
−1

0

1

2

Figure 2.6 Left: Sigmoid activation function. Right: Tanh activation function.

−2 −1 0 1 2
−2

−1

0

1

2

−4 −2 0 2 4
−2

−1

0

1

2

Figure 2.7 Left: Identity activation function. Right: Binary Step activation function.

When we first create the neural network, the weights are randomly initialized, since the network
doesn’t know yet the importance of each feature. As we train the network, the values of these weights
are going to change accordingly to produce better results. To train the network, we need a function
to measure the error of a forward pass of the neural network to know how to adjust the weights.
This function is called the Cost function (also called Loss function). One Loss function we can use
is the Root Mean Squared Error (RMSE) to compute the error between the desired output and the
actual output of the net. RMSE has the following formula:

RMSE =

√
∑

n
i=1(yi− yi∗)2

n

That was the simple walk-through of the neural net forward pass, and now we have a way to
measure the error of its output. Wementioned before that activation functions introduce non-linearity
on the neural networks outputs. To expand on this explanation, we can consider an example where
the activation function is the linear function as in Figure 1.7. Given the activation function, we can
express the output of the neural network like this:
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Z1 = W1 ·X+b1

A2 = Z1

Z2 = W2 ·A2 +b2

y∗= Z2

Then:
y∗= W2 · [W1 ·X+b1]+b2

y∗= [W2 ·W1] ·X+[W2 ·b1]+b2

Let:
W = [W2 ·W1]

b = [W2 ·b1]+b2

Then the output is:
y∗= W ·X+b

Which is again a linear function. We can say then that if no activation functions are going to be
used, we might as well not add more layers to a neural net, since all the layers are going to behave
the same way, transforming the data on a linear fashion and not providing any further insight on
the data at hand, since the addition of two linear functions is another linear function. Our network
couldn’t then approximate any non-linear function, such as the one below, making the network a
pretty weak function approximator. By adding nonlinear activation function, we allow the neural
network to transform the input data on nonlinear representations to gain insight on the input/output
relationship. A really good example of this is the XOR function approximation step-by-step example
on [18]

0 1 2 3 4 5
0

0.1

0.2

0.3

0.4

0.3

Figure 2.8 Example of a non-linear function that a neural network with no activation function couldn’t
approximate.

2.3 Backpropagation and Gradient Descent

Now that we have the difference between the output we want and the output the network gave us,
we need to adjust the weights of the network to reduce the error. To calculate how to change the
weights to produce outputs with less error we use backpropagation or backprop [52]. To explain
how backprop works, we can plot the RMSE against one of the parameters, for example w1

11, for the
given input X:
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−4 −2 0 2 4

0

10

20

30

w1
11

L(
w

1 11
)

Figure 2.9 Hypothetical plot of the Loss function and w1
11 .

In this graph, we would want the error to be as low as possible when given X or inputs similar to
X to the neural network. To do so, we’d need to change the value of w1

11 in the direction where the
cost function decreases. To achieve that, we calculate the derivative of the cost function with respect
to w1

11 to obtain the slope of the cost function. Now that we know the slope of the cost function, we
know in which direction the cost function decreases and increases, so we just need to adjust w1

11 in
the direction to decrease the RMSE. This process of updating every weight parameter of a neural
network can then be written as [18, 35]:

w1+
11 = w1

11− ε
dLoss
dw1

11

Where ε is the learning rate parameter. The learning rate is once again one of the hyperparameters
of the network. The higher the learning rate, the “faster” the network is going to learn, but if the
learning rate is too high, we can overshoot the optimum value of the weight.

Figure 2.10 Very good example of how different learning rates affect the learning process. J(θ) represents
the Loss and θ represents the weight parameter. Source [27] .

As we explained above, the process of calculating each derivative of every parameter on the neural
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net is called backprop. Backprop makes use of the chain rule of calculus, which is used to compute
the derivative of functions formed by other functions. In neural networks, a computing graph is
built for every parameter on the network (like the one below) and we just need to plug the specific
numbers on the derivatives to obtain the slope of the cost function on that weight parameter.

Figure 2.11 When calculating the derivatives, we make use of the chain rule. The backprop algorithm simply
creates computing nodes describing how to calculate the derivatives. Source [18] .

Adjusting weights is how neural networks learn, a good way of thinking about it is that the
network is finding the neuron connections and transforming the inputs that produce the best results,
that is, the results that lead to the lowest RMSE across all inputs.

2.4 Good practices and classical problems of neural nets

The first good practice technique on machine learning is to split the dataset at hand. See, for a given
set of examples, we are going to divide them in two groups, a train set to train the neural network
and a test set to evaluate the performance of the neural network. We want our network not only to
perform well on inputs from the train set, but also to perform well when given previously unseen
inputs, that is, we want our network to generalize well. We will consider our model successful when
the training loss is low but also when the test error is low as well. We have to be careful however
when performing the split because data may be imbalanced, that is, what if our train set is only a
subset of too similar examples? When performing the split we need to keep an eye on the variance
of the dataset and each train and test subset to make sure that high variance is mantained across all
variables on each subset. Cross Validation, however may help prevent this. Using K-Folds Cross
Validation, we split the train data on K subsets, train on K-1 sets and use the last subset as test data.
We then average the model against each of the folds. Lastly we test the model with the test data to
evaluate the performance.
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Figure 2.12 K-Folds Cross Validation visualization [47] .

Overfitting and underfitting are classical problems of machine learning. We say that a model is
overfitting when the model "memorizes" a training set. When overfitting, model’s training error is
very low, but test error remains high regardless of the epochs. The model is then failing to generalize
by catching patterns on the training data that are not useful for generalization. The model predictions
have then very high variance.For the given data [7]:

Figure 2.13 Random Dataset plot [7] .

A correctly trained model would find the following underlying function:

Figure 2.14 Good fit of the dataset [7] .
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While an overfit model would look like:

Figure 2.15 Overfitting model [7] .

Some causes of overfitting may be that the model is overly complex for the underlying function,
that is, the model has too many neurons/layers for the problem at hand or that we have trained for
too many epochs. To prevent overfitting, we can reduce the number of epochs or complexity, or we
can perform Early Stopping. During early stopping, we test the model regularly during the training
loop and stop training when the test error starts to increase. On Convolutional Neural Networks,
Dropout is a popular technique to prevent overfitting as well. With Dropout, connections between
neurons are removed during training to force the model to find different connections to reduce the
error and generalize well, effectively reducing the model complexity [18].

Figure 2.16 Dropout visualization [14] .

We say that a model underfits when the contrary is happening. The model is not complex enough
or hasn’t trained for enough epochs to capture the underlying function and is highly biased.

Figure 2.17 Underfitting model [7] .
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Other classical problemwhenworking with neural networks are vanishing and exploding gradients.
Up until the release of ResNet [21], vanishing gradients was the biggest problem when working with
deep networks. As we explained before, networks learn by backpropagating the errors by using the
chain rule and adjusting the weights accordingly. For a network of N hidden layers, N derivatives
will be multiplied together. If those derivatives are large, gradients will increase exponentially
until they "explode". High gradients equals large steps when adjusting the weights, which leads
to unstable training and performance of the model as explained before. On the other hand, when
we have small derivatives, gradients will decrease exponentially until weights don’t get adjusted
anymore, which lead to dead neurons and the network is not able to learn at all. To prevent gradient
vanishing/exploding, we may reduce the number of layers of our network, clip the gradients so they
are inside a given range or initialize or weights carefully, more on this later.

2.5 ADAM algorithm for gradient descent

ADAM is the state-of-the-art optimization algorithm in deep learning. As per [28], ADAM is an
adaptative learning rate method, in that it computes individual learning rates for every parameter in
the network. Adam uses estimators or first and second moments of gradients to change the learning
rate on the fly during the training process. A moment is defined as:

mn = E[Xn]

Since we can considerate the gradients of the cost function as random variables, we can think of
the first moment as the mean and the second moment as the uncentered variance. To estimate the
moments, ADAM uses exponentially moving averages, like this:

mt = (1−β1)
i

∑
i=0

β
t−i
1 ∆Lossi

vt = (1−β2)
i

∑
i=0

β
t−i
2 ∆Loss2

i

Where m and v are the moving averages and t represents the current batch. β is an hyperparameter,
with values around 0.9. ADAM then updates each wight as:

wt = wt−1− ε
m̃t√

ṽt +µ

Where ε is the learning rate, µ is another hyperparameter to avoid zero division and m̃t and ṽt
are respectively:

m̃t =
mt

1−β t
1

ṽt =
vt

1−β t
2

ADAM uses the combined average of past gradients to incorporate momentum. By adding
fractions of previous updates to the current update, ADAM increases the updates for a given
parameter if several updates in a row push the gradient in the same directions, giving more weight
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to more recent updates thanks to the decay parameter β . ADAM outperforms traditional SGD
algorithms as well as more sophisticated AdaGrad and RMSProp [51]

Figure 2.18 Momentum on ADAM. ADAM performs larger weight updates when the gradients points to
the same directions over several batches [?] .

2.6 Convolutional Neural Networks

In this section we will explain the basics of the Convolutional Neural Networks (CNNs). Convo-
lutional neural networks are famously used for image recognition and time-series data prediction.
Convolutional networks [34] became a superior architecture in image recognition in [32, 22] with
the MNIST [33] data set. Since 2012, and because of its performance on the ImageNet Large Scale
Visual Recognition Challenge ILSVRC, they have become the standard for image recognition and
classification. Since then, every winner of the ILSVRC competition has been some form of CNN,
with ZFnet [59] and Google’s GoogLeNet [54] winning in the following years.

Although time-series prediction has been dominated by Recurrent Neural Networks architectures,
recently Convolutional Architectures [9] combined with residual blocks [29] has seen success mode-
ling long-term dependencies on a given sequence and producing sequence-to-sequence predictions
outperforming most of the time RNNs while also having the advantage of being less computationally
expensive.

CNNs contain one or more layers that perform convolutions on a given data input, regardless of
the input’s dimensionality.

The discrete convolution operation can be defined as:

s(t) = (x∗w)(t) =
∞

∑
a=−∞

x(a)w(t−a)

Where x denotes the input, s(t) or output is often called feature map and the function w is called
kernel or filter. The kernel is the interesting part here, since it’s a multidimensional array of learning
parameters that change overtime in the training process. Since we are going to work with 1D inputs,
consider the discrete function in vector form:

Figure 2.19 Example input for 1D convolution .
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We can see that the sequence length is 11, as in 11 elements in the vector. With the number of
features being 1 as well, since the input is 1-dimensional, the kernel interacts with the input like
this:

Figure 2.20 Kernel calculating the feature map for the vector input .

Here, the kernel is represented in purple and it has a kernel size of 3, and the feature map is
represented in orange. In the example above, each row of the kernel represents a neuron in the
convolutional layer. The kernel behaves like a sliding window calculating the dot product between
its weights (w1, w2, w3) and the input vector at the top. We can express each output as:

a1 = g(1w1 +5w2 +3w3)

a2 = g(5w1 +3w2 +5w3)
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a3 = g(3w1 +5w2 +6w3)

and so on.

Where an represents the output of that neuron, g(x) is the activation function and wn represent
the weights of the kernel. It’s very important to note that for a given kernel, the weights on each
neuron are going to change in the same manner, that is, when we update the weights on the learning
process, w1, w2 and w3 are going to be the same across all neurons. With this, the kernel is learning
common features or patterns on an input signal across all the length of the sequence.

Normally, we will have more than one kernel, that is, we are going to be looking for more than
one pattern on the input signal. In the learning process, the network will adjust the weights on the
kernels to reduce the overall RMSE when performing the convolution with the input. The input
tensor we are going to feed the convolutional layer is going to have the shape:

(N,CHin,Lin)

Where N represents the batch size, that is, each individual example of data we are going to feed
to the neural network, CHin represents the number of input features and Lin is the length of the input
sequence. The output tensor is going to have the shape:

(N,CHout ,Lout)

Where CHout represents the number of kernels, or the number of different patterns we want to
find on the sequence, and Lout represents the feature map length. We can then express the output of
a given kernel as [46]:

out(Ni,Chout j
) = bias(Chout j

)+
Cin−1

∑
k=0

weight(Cout j,k)∗ input(Ni,k)

With that, weights in the kernel are adjusted in the same fashion as described above by the
backprop algorithm.

2.7 ResNET and Temporal Convolutional Networks

As we mentioned before, a large amount of layers usually leads to gradients exploding or vanishing,
but if the function to approximate is very complex, a higher number of layers might allow the
network to find complex patterns on data. We can then say that a higher number of layers does not
come with better performance as shown in the image below from [21]:
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Figure 2.21 Performance of different models on the image-recognition CIFAR-10 dataset .

As we can see, regardless of the regularization or dropout or gradient-improving technique we
choose, usually shallow networks outperform very deep networks, mostly due to vanishing gradients.
The layers closer to the output are improving their weights while the layers closer to the input are
not learning at all. To resolve this, the Residual Block is introduced:

Figure 2.22 Residual block, the main component of the ResNET [21] .

We are forcing the network to learn the residual mapping from the input to the output instead
of transforming the input data through several layers to get the output. This allows the ResNet to
learn the most effective depths for a given input. Now we can have networks with hundreds of layers
that does not suffer from vanishing/exploding gradient and that is very computationally attractive,
since the identity mapping does not introduce extra parameters or computations. Variable-depth
networks become very potent, specially in convolution-related tasks, since higher level of abstraction
is needed, leading to ResNET to win the ImageNet competition on 2015.

Temporal Convolutional Networks (TCN) are popular architecture when working with time-series
datasets. They implement several layers of convolutional layers to capture long time dependencies
and use residual blocks to prevent vanishing gradient. TCNs are designed for sequence modeling,
that is, a TCN outputs:

y∗0, ...,y∗T = f (x0, ...,xT )

Where the ground truth yt depends only on x0, ...,xt and not on future inputs xt+1, ...,xT . TCN
prevents leakage from the future, TCN uses 1D convolutional layers where each layer has the same
length as the input, and it performs dilated convolution:
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F(s) = (x∗d f )(s) =
k−1

∑
i=0

f (i)xs−di

Where d is the dilation factor, k is the filter size and s− di points to the direction of the past.
Using larger dilations allows TCN to look further into the past by expanding each neuron receptive
field

Figure 2.23 Building blocks of TCN. Left 3 dilated convolutional layers with d = 1,2,4 and kernel size
k = 3.Middle TCN residual block architecture for TCN. Right Residual connection on TCNs[9].

TCN are able to train in parallel, unlike RNNs, where past predictions are needed in the training.
TCN also allow for variable receptive field by varying the number of convolutional layers, changing
the dilation parameter d or increasing the filter size. TCNs outperform most RNNs architectures on
a variety of benchmark datasets as shown in [9]





3 Radio Frequency Power Amplifiers

Radio Frequency Power Amplifiers (RFPA) are electronic devices that boost a given signal to the
according level so it reaches the receiver. An ideal RFPA would take the already modulated signal at
a given frequency and output a boosted undistorted signal, that is, we want the amplifier to behave
as linearly as possible, but that’s not the case. Amplifiers power consumption often surpasses every
other component on a given radio system, so optimizing the efficiency of the amplifier is key to
reduce battery consumption or operating costs. Nowadays, circuit design must confront tougher and
tougher linearity specifications, to reduce nonlinear distortions as much as possible.

However, as we just mentioned, amplifiers are not perfect, and the function that models its
behaviour is certainly not linear, several nonlinearities are introduced on the system in the form of
distortions. These nonlinearities cause interference on the receiving end.

RFPAs are divided into different categories depending on their efficiency: A, B, AB, etc. . . [58]
and there’s a tradeoff between efficiency and linearity on a given amplifier. With linearity, we mean
that the output is a linear transformation of the input to the amplifier, such as:

y(t) = Gx(t)

Where y(t) represents the output of the amplifier, x(t) its input and a is a constant parameter.

Figure 3.1 Power inputs and output on an amplifier. Source [48] .

On the figure above, Pin and Pout represent the input and output power of the signals through the
amplifier, Pdc represents the DC power supply to the amplifier and Pdiss is the power dissipated as
heat from the amplifier. We can rewrite the equation above as:

21
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G =
Pout

Pin

And we can write

Pout +Pdiss = Pin +Pdc

Then

G = 1+
Pdc−Pdiss

Pin

Thus the total power at the output of the amplifier is limited by the DC supply. We can represent
this nonlinearity as:

Figure 3.2 Power in the input plotted against the output power and the gain. Source [58] .

This effect is called gain compression. The input signal amplitude is affecting the output signal
amplitude in a non-linear way. On lower power inputs we can see how both the Gain and the output
power follow the linear “ideal” behaviour we want from the RFPA, with this ideal gain being
represented by the dashed line. However, at higher powers we can see how both move away from the
linear behaviour and enter the saturation zone. At higher power inputs, we won’t get higher power
outputs past a certain point. This makes sense, since the amplifier will not be able to create power
from nowhere. The maximum power the RFPA will be able to output is going to be close to the
power provided to the amplifier as supply, with a small portion of the power dissipated as heat. The
thing is, we want the amplifier to operate around this nonlinear zone, since we want to be as efficient
as possible, thus making the best use of the power fed to the amplifier.

3.1 Nonlinear distortions

To get an idea of how nonlinear system affects the given inputs [48], let’s work with an example
for a bit. Given an typical stimulus to a telecommunications environment, we can write an input
baseband signal as:

x(t) = A(t)cos[ωct +θ(t)]
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Given a nonlinear system restricted to the third polynomial:

yNL = a1x(t− τ1)+a2x(t− τ2)
2 +a3x(t− τ3)

3

The response of a linear system would be:

yL = a1A(t− τ1)cos[ωct +θ(t− τ1)−φ1]

And the response of the nonlinear system would be:

yNL = a1A(t− τ1)cos[ωct +θ(t− τ1)−φ1]

+a2A(t− τ2)
2cos[ωct +θ(t− τ2)−φ2]

2

+a3A(t− τ3)
3cos[ωct +θ(t− τ3)−φ3]

3

By using the following trigonometric relations:

cos(α)2 =
1
2
+

1
2

cos(2α)

cos(α)3 =
3
4

cos(α)+
1
4

cos(3α)

We can rewrite the nonlinear response as:

yNL = a1A(t− τ1)cos[ωct +θ(t− τ1)−φ1]

+
1
2

a2A(t− τ2)
2 +

1
2

a2A(t− τ2)
2cos[2ωct +2θ(t− τ2)−2φ2)]

+
3
4

a3A(t− τ3)
3cos[ωct +θ(t− τ3)−φ3]

+
1
4

a3A(t− τ3)
3cos[3ωct +3θ(t− τ3)−3φ3]

Where φ1 = ωcτ1,φ2 = ωcτ2,φ3 = ωcτ3

Here, several interesting terms appeared. We have a number of nonlinear responses on different
frequencies. This phenomenon is called spectral regrowth. Though we can filter this frequencies out,
other components such as the 1

2 a2A(t− τ2)
2 term introduce the so called DC bias. Lastly, now the

amplitude of our baseband signal has been distorted as well, becoming a1A(t−τ1)+
3
4 a3A(t−τ3)

3,
as well as the phase of the baseband signal being distorted. This effects are known as AM/AM
and AM/PM distortions respectively, meaning that the input amplitude modulation creates output
amplitude and phase modulation on the output signal.
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Figure 3.3 AM/AM distortion on a class J amplifier. X axis represents the input power (dBm) while the
Y axis represents the AM/AM gain (dB). We can clearly see the nonlinear behaviour of the
amplifier, especially towards higher power inputs .

Figure 3.4 AM/PM distortion on a class J amplifier. X axis represents the input power (dBm) while the Y
axis represents the AM/PM phase shift (dB). Again, the system behaves in a nonlinear fashion
more clearly seen on higher input powers .

3.2 Other memory-related distortions

As per [58], memory effects means past inputs of a given signal influence influence the value of
the signal in the current timestep. The number of samples from the past that influence the current
timestep is known as memory depth.
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Figure 3.5 Past signal influence current-time values on systems with memory [58] .

Memory effects can be caused by a variety of reasons, such as charge being built-up on capacitors.
On amplifiers, the memory effects affect the rise and fall times, creating different output voltages
for the same input voltage.

Figure 3.6 Rise and fall times behave differently because of memory effects [58] .

Memory effects on amplifiers can be classified on Short-Term Memory Effects (STM) or Long-
Term Memory Effects (LTM). STM effects are produced by matching networks, that is, components
such as capacitors or inductors built into the amplifier and capacitances inherent to the transistor,
where build-up. transport and decay of charge create time delays.

LTM effects have affect across timesteps much bigger than the carrier frequency of the input
signal. They include thermal effects, inherent to the flow of thermal energy within the components
of the amplifier, and can manifest itself as a small change in the gain of the amplifier after the signal
has passed. Other LTM effect is the charge trapping, where imperfect components of the amplifier
store charge and release it continually. DC supply may also affect the modulation as a LTM effect
introducing bias voltage at the modulation frequency affecting the gain of the amplifier. Lastly, if
the amplifier contains control features for automatic bias and gain control, the time associated with
early mentioned features may introduce LTM effects that can be difficult to correct.
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We can then rewrite this memory dependencies onto our nonlinear system model as:

yNL = fNL(u[t],u[t−1],u[t−2],...,u[t−m])

3.3 Behavioral modeling and Digital Predistortion

To predict and quantify the distortions on a given RFPA and design circuits to better mitigate
the aforementioned distortions, behavioral models are required. The advantage of building this
behavioral models is that we do not need to know exactly how every single component on a complex
systems interacts with each other, we could treat the system as a black box and model its input/output
relationship through a number of techniques. The performance of a behavioral model resides then
in the accuracy of our observations of the signals and the choice of formulation that describes the
amplifier itself.

There are many options to choose from to model an input-output relationship such as polynomial
approximation and Fourier series, but one of the most popular techniques on PA behavioral modeling
is by using Volterra series [61]. Introduced in 1887 by Vito Volterra, they use a combination of
linear convolution and nonlinear power series to describe an input/output relationship of a system
with fading memory, the general equation of discrete Volterra series is:

y(n) =
K

∑
k=1

M

∑
i1=0

. . .
M

∑
ip=0

hp(i1, . . . , ip)
k

∏
j=1

x(n−1)

Where hp(i1, . . . , ip) represents the parameters of the Volterra model, the Volterra kernels, K is the
nonlinearity order and M is the memory depth. Given as the input and output of an amplifier:

x(t) = ℜ[x̃e jω0t ]

y(t) = ℜ[ỹe jω0t ]

Where ω0 is the carrier frequency and x̃ and ỹ are the envelope of the input and output signal
respectively, a discrete Volterra model of K = 3 is given as:

ỹ(n) =
M

∑
i=0

h̃1(i)x̃(n− i)

+
M

∑
i1=0

M

∑
i2=0

M

∑
i3=0

h̃3(i1,i2,i3)x̃(n− i1)x̃(n− i2)x̃∗(n− i3)

+...

Where h̃p(i1, . . . , ip) is the complex Volterra kernel and ()∗ represent the conjugate transpose. Even
order kernels and the items associated with kernel symmetry are removed on the equation for
clarity.

With conventional Volterra series, the number of parameters increases drastically with the
nonlinearity order and the memory depth. To fix this, several techniques have been proposed to
simplify the Volterra model such as [60, 10].
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Figure 3.7 Coefficient exponential growth on Volterra series [58] .

The Memory Polynomial Model (MP) the simplest form of the Volterra series, which can be
described as a Taylor series with memory:

y(n) =
K

∑
j=1

M

∑
i=0

ai jx(n− i)|x(n− i)| j−1

Where x(n) is the input signal, ai j are the coefficients of the model, M represents the memory
depth of the model, and K represents the nonlinearity polynomial order.

Some forms of the MP, with varying complexity, have been proposed in the literature, such as
Generalized Memory Polynomial Models (GMP) or orthogonal polynomial models [42]. Compari-
son between model is however delicate, with several metrics being proposed for model comparison
such as Normalized Mean Squared Error (NMSE), memory effects modeling ratio (MEMR) and
weighted error-to-signal power ratio (WESPR), with the NMSE metrics being the most prominently
used in research.

Although Volterra series and its forms perform very well, it suffers from limitations and tradeoffs
we have to choose from including complexity, speed, ease of identification, etc. . . This, and because
of the exponential increase of the polynomials, makes calculating strong nonlinear, highly polynomial
order models computationally hard. Often, even-order terms of Volterra series are ignored since
their effects fall outside of the frequency band if interest, however, these components may generate
bias in the PA bias and supply line and create memory effects[58].

The aim with NNs and their Universal Approximation Theorem is to create an unified model able
to tackle all the PAs nonlinearities, dc offset and IQ imbalance included, while keeping the complexity
of the model to a reasonable level to allow the computations to be fast on DPD systems.

We perform all this modeling for digital-predistortion purposes (from now DPD), where distortion
is added to the input signal to cancel the inherent nonlinearities of the PA. We can represent a linear
amplifier based on digital pre-distortion as:
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Figure 3.8 DPD component with a RFPA .

In [17] there’s a great explanation of DPD’s function. While the behavioral modeling of the PA
consist of finding fpa where fpa(Xin = Xout), the DPD component is responsible of applying fd pd
such that fd pd(Xout(n)/G) = Xin(n).

We could then follow two approaches to find DPD’s function: one would be studying and inverting
the model of the PA to be linearized, while the other approach consists of modeling its behaviour
since we can measure its inputs and outputs. This second approach is called indirect learning
technique, proposed in [15].

The figure below shows a fairly simple predistortion technique where an AM/AM distortion is
applied (DPD Expansion, where we increase the signal amplitude) in the input signal to mitigate
the gain compression of the amplifier achieving a linear behaviour (dashed line).

Figure 3.9 Simple Digital pre-distortion. Source [58] .

3.4 Previous work with Neural Networks as behavioral models

In this section we will introduce some popular neural net architectures from previous research
which have been fairly successful at modeling the nonlinearities of the RFPA. Following [39], using
Neural Nets to model RFPAs is not a new idea, and as early as 2003 with [44] we can find research
combining neural nets and RFPAs. Most notably, we take a look at the Augmented Real-Valued
Time-Delay Neural Networks (ARVTDNN) [56] and its predecessor the Real-Valued Focused
Time-Delay Neural Network (RVFTDNN) [50], where the aim is to model the relationship between
the I/Q input and the I/Q outputs, where I represents the in-phase and Q represents the quadrature
signal branches of the modulator. Both architectures are real-valued, that is, the inputs, parameters
and outputs of the neural net are real values. We could also choose to give the network complex
input and have the weights be complex parameters [55], but if we want to take advantage of modern
machine learning techniques, such Kaiming weight initialization [22], Adam SGD [28] or robust
backpropagation, we have to treat the single complex number input as two separate features. By
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making this change no information is lost, since the network is going to find relationships between
both inputs regardless. Another option would be to use the polar topology [11], figure below, where
two neural nets are used to separately model the amplitude and phase distortions, however, having
two separates branches for each component may create imbalance since they may not converge at
the same time [26].

Figure 3.10 Polar neural network .

The Cartesian topology is then preferred. In this topology, one neural network is used with a
2-dimensional input and a 2-dimensional output, thus avoiding the imbalance problem since there’s
only one branch of the learning process [49].

Figure 3.11 Cartesian neural network .
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This architecture is the one followed by the RVFTDNN, which in more detail looks like this:

Figure 3.12 Cartesian neural network .

Where the inputs matrix’s shape is:

(N,(2m+2))

Where N denotes the total samples and m the memory depth we want the system to consider.
Thus, a single row from the input is in the form:

X = [Iin[n], Iin[n−1], Iin[n−2], . . . Iin[n−m],Qin[n],Qin[n−1],Qin[n−2], . . .Qin[n−m]]

In Figure 2.12, Z−1 represents the unit-delayed response of the input x(n−1). W k
nn represents the

weight matrices of the connections of the neurons. Biases are removed from the diagram for clarity.
Weights are initialized randomly. If we follow the forward computation as explained in chaper 1,
the output of a given neuron can be represented as:

y∗= g(
∞

∑
n=1

xnwn +b)

Where the activation function g() is the linear function in the input and output layers and the
tansig function on the hidden layers to introduce nonlinearity. The Loss function proposed is the
Half Mean Squared Error, which accommodated for the double output can be written as:

L =
1

2N

N

∑
n=1

(Iout [n]− I ∗out [n])2 +(Qout [n]−Q∗out [n])2
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Where N denotes the batch size, and I* and Q* denote the output of the network. The weights
are then adjusted by the Lavenberg-Marquardt algorithm [19], instead of SGD or one of its va-
riants:

∆W = [JT (W )+ J(W )+µI]−1JT (W )e(W )

Where J(W) is the Jacobian matrix:

J(W ) =


δe1(W )

δW1

δe1(W )
δW2

. . . δe1(W )
δWn

δe2(W )
δW1

δe2(W )
δW2

. . . δe2(W )
δWn...

... . . . ...
δeN(W )

δW1

δeN(W )
δW2

. . . δeN(W )
δWn



W represents the weights and bias matrix and e(W) is the error matrix:

e(W ) = [eI(1),eQ(1),eI(2),eQ(2), . . . ,eI(N),eQ(N)]

The complete description of the Levenberg-Marquardt algorithm can be found at [19]. In short,
the Levenberg-Marquardt algorithm can shift between Gauss-Newton for small values of µ , and
as µ−> ∞ the equation becomes the SGD weight update described in the earlier chapters of this
document. Details on the performance of the architecture can be found in [49]. In conclusion,
RVFTDNNs outperforms other techniques when I/Q imbalances and dc offsets are not already
compensated for.

In 2019, a more recent architecture was proposed, the ARVTDNN [56]. This new architecture is
a hybrid between the polar and the cartesian architectures described above. It looks like this:
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Figure 3.13 Diagram of ARVTDNN .

Where now we are not only feeding the I/Q components and their delayed values, but also:

|X [n]|k = ((I[n]2 +Q[n]2)1/2)k

This technique of feeding complex transformations of the input data is well known in the data
science and machine learning fields and it’s known as data augmentation. In the paper [56] there’s the
full mathematical explanation why feeding this new information makes the network more accurate,
in short, by giving this information to the network it is able to compute more complex transformation
for the data at hand, since otherwise it would need to find by itself terms such as |Xin[n]|k in case
they were beneficial for the behavioral model. As per [56], the ARVTDNN performs best with the
tansig activation function and they perform hyperparameter search [20] to find the optimal number
of neurons for the network as well as the number of hidden layers. The network has a single hidden
layer and they use the half MSE as a cost function as well, with a memory depth M = 3. They then
compare the results with some other popular modeling options such as MPM Volterra by calculating
the NMSE as described in [41]:

NMSEdb = 10log10

1
N ∑

N
j=1 |y∗ [n]− y[n]|2
1
N ∑

N
j=1 |y[n]|2

All in all, previous work on neural nets and RFPAs proves that NN can be a one-step solution
not only for amplifier distortions but also for dc offset and I/Q imbalance. ARVTDNN outperforms
RVFTDNN by 2 to 4 dB with a very similar model complexity.



4 Experimental design

As we mentioned before, 1D convolutional neural networks have achieved state-of-the-art perfor-
mance in several applications such as biomedical data classification and motor-fault detection,
while keeping the complexity and hardware requirements low because of the light requirements of
compact 1d CNNs. With the success of signal processing CNNs in the biomedical field [30] and
civil engineering field [8], it’s worth researching if the use of CNNs might be a fit for our behavioral
modeling problem.

With that said, we propose the following architecture:

Figure 4.1 Proposed 1D-CNN architecture for behavioral modeling .

The training process is identical for all the datasets investigated. The training of the models was
performed on Google’s Colaboratory (Colab) [2]. Colab allows its customers to execute Python and R

33
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code on the cloud, backed by GPUs and with a cell-like structure a lot like Jupyter’s Notebooks [31].
Training was performed with NVIDIA Tesla K80 GPUs across all models. GPUs are significantly
faster when training neural networks, specifically CNNs, because they allow for parallel computation
on their CUDA cores of tensor operations. Training on GPUs was on our experience more than two
times faster than using CPUs.

The libraries we used for the experiment are:

import numpy as np
import pandas as pd
import seaborn as sns
%matplotlib inline
from sklearn.model_selection import train_test_split
from torch.utils.data import Dataset, DataLoader
import torch
import torch.nn as nn
import torch.nn.functional as F
import matplotlib.pyplot as plt
import glob
from sklearn.preprocessing import MinMaxScaler

Input data is stored on CSV files with each column representing the components of a given input,
such as:

Figure 4.2 Example of Pandas Dataframe .

Data handling is performed using the Pandas library [45]. Pandas is a very potent Python library
for data analysis and handling. Pandas stores data in a Dataframe object, which looks a lot like a
matrix, and allows fast, efficient and complex computation over the data. It allows slicing just like
in Numpy or Matlab, indexing and subsetting the dataset and a very robust group by functionality
to define our own functions to split and process data. Although Pandas is a Python library, it does
most of the heavy-lifting on C. Lastly, Pandas allows writing and reading data to and from a variety
of different file types. Pandas is the industry standard in machine learning when it comes to tabular
data, data is, 2D data.
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Figure 4.3 example of Pandas Dataframe with the “All space missions" Dataset.

Along with Pandas, we are using the library Seaborn and Pyplot [25, 57] for data visualization.
Seaborn is built on top of Pyplot and allows fancy graphs of data, although we are only going to use
it to plot hyperparameter search data and loss graphs.

Figure 4.4 Some of the plots available on Seaborn.

To perform the data preprocessing we will need to do, we will use the library scikit-learn [47], a
very powerful Python library with lots of different tools for data analysis and prediction. It comes
with some built-in complex models such as Random Forests [5], Gradient Boosting [4] and tools for
data preprocessing and classification. As mentioned though, we are only going to make use of the
component model_selection and the MinMaxScaler to scale our input data between [0,1], more
explanation on this further into the document.

Our Deep Learning framework of choice is Pytorch, developed and maintained by Facebook [46],
and there’s a few reasons behind it. First and foremost, is the framework I have already experienced
with, having used it before for a few deep learning projects of my own. Also, Pytorch is considerably
more popular than its main competitor, Google’s Tensorflow, on the academic field [3]:

In the plot above, we can see the ratio between Pytorch papers and papers that use either Tensorflow
or Pytorch at the top research conferences on the AI industry. The lines having a positive slope
mean that there was a majority of Pytorch papers in each conference. Pytorch has experienced an
exponential growth compared to Tensorflow in the past few years and it is for a number of reasons:

Pytorch is very similar to Python and Numpy, making it very easy to understand and allowing
users to tune a variety of parameters of their models in a familiar way, while Tensorflow behaves
a lot like a black-box, where interaction with the model is restricted and calling a method may
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Figure 4.5 Mentions of Pytorch on research papers [3] .

Figure 4.6 Growth of Pytorch and Tensorflow mentions on research [3] .

be doing several operations in the background the user is not aware of. Pytorch allows to create
complex models from the ground up with it’s “Layer” system and backpropagation mechanics are
easy to understand and customize. Finally, Pytorch seems to be as fast or faster than Tensorflow
[53]. To learn a bit more about how Pytorch operates, please check appendix 1.

The last library we are going to use in our experiments for hyperparameter search is Optuna. As
we mentioned, on a given NN there are a few parameters that have to be chosen empirically to find
the best NN configuration for a desired problem, there’s no rule of thumb to choose the optimal
number of neurons on a given layer. Some of this hyperparameters are:

• Number of neurons on a layer

• Depth of the network (number of layers)
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• Learning rate

• Size of the kernel on a CNN

• Number of filters on a CNN

We have to run experiments with different values of those parameters to choose the best architec-
ture, and Optuna is designed for just that. Optuna samples from given ranges of hyperparameters
and searches for the ones with better results given a specific metric. More on Optuna on the second
appendix, but here’s a snippet of how Optuna works. We only need to define an objective function
with the code to optimize and the possible values and Optuna will run it finding the best match

import optuna

def objective(trial):
x = trial.suggest_uniform('x', -10, 10)
return (x - 2) ** 2

study = optuna.create_study()
study.optimize(objective, n_trials=100)

study.best_params # E.g. {'x': 2.002108042}

Now that we have explained what each library is for, let’s start with the code rundown. After
loading the data using Pandas, we have the input data on a Pandas Dataframe called X and the
output data in the Dataframe y, which for our first experiment look like this:

Figure 4.7 Input and output Dataframes.

The .head() method allows us to see the first entries on a given Dataset. Now, since we are going
to make use of some transformations of the input data to train our network, we can add the columns
like this:
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X['mode1'] = ((np.sqrt((X['real']**2)+(X['imag']**2))))
X['mode2'] = ((np.sqrt((X['real']**2)+(X['imag']**2)))**2)
X['mode3'] = ((np.sqrt((X['real']**2)+(X['imag']**2)))**3)
X['mode4'] = ((np.sqrt((X['real']**2)+(X['imag']**2)))**4)
X['mode5'] = ((np.sqrt((X['real']**2)+(X['imag']**2)))**5)

Here, we are creating a column on the DataFrame X and assigning values to it. We are performing
operations with the entire columns here, which means, Pandas is performing the operations element-
wise. On that snippet of code, the columns created are the ones corresponding to:

X [”mode1”] = |Xin|

X [”mode2”] = |Xin|2

X [”mode3”] = |Xin|3

X [”mode4”] = |Xin|4

X [”mode5”] = |Xin|5

And the Dataframe with the extra columns looks like this:

Figure 4.8 Dataset of inputs with the extra columns .

The next step we are going to perform is data preprocessing. More specifically we are going to
re-scale our data to the [0,1] range, column by column. Scikit-learn maxes this operation easy by
the MinMaxScaler object:

scaler_x = MinMaxScaler()
scaler_y = MinMaxScaler()
X = scaler_x.fit_transform(X.values)
y = scaler_y.fit_transform(y.values)

Each value on a given column can be expressed as:
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Xi−min(X)

max(X)−min(X)

Where min(X) and max(X) are the minimum and the maximum value on a given column. Perfor-
ming this operation is good practice in machine learning. We perform this operation to stop the
magnitude of a feature from disturbing the error calculation. Imagine that we have a feature on an
example whose value is ‘5Kg’, but we decide to write it as ‘5000g’. The vector representing that
example on the feature space is going to be governed by the 5000g feature if the rest of the features
have small values, and since we are going to use the euclidean distance to calculate the error, the
network is going to focus on fixing the high magnitude feature instead if giving equal importance to
all the features of the dataset. Here, feature scaling is specially important since as seen on Figure 3.8,
the added features are exponentially smaller because they are powers of the I/Q components.

With that said, the Dataframe now looks like this:

Figure 4.9 Dataset scaled to the range [0, 1] .

Next, we define the neural network. We do so by using the torch.nn module from Pytorch and
creating a class for it:

l_in = 10
class neuralNet(nn.Module):

def __init__(self, n_channels, n_hidden, k_size, n_dimensions_in):
super(redNeuronal, self).__init__()
self.n_channels = n_channels
self.k_size = k_size
self.l_out = (l_in-k_size)+1
self.conv1 = nn.Conv1d(n_dimensions_in, n_channels,

k_size, padding=(k_size-1))
self.fc1 = nn.Linear((self.l_out+2*(k_size-1))*n_channels, n_hidden)
self.real = nn.Linear(n_hidden, 1)
self.imag = nn.Linear(n_hidden, 1)

def forward(self, X):
x = F.leaky_relu(self.conv1(X))
x = F.leaky_relu(self.fc1(x.view(-1, (self.l_out+2*(self.k_size-1))
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*self.n_channels)))
out_real = F.leaky_relu(self.real(x))
out_imag = F.leaky_relu(self.imag(x))
return out_real, out_imag

First we define the layers our network is going to have. Our network is formed by a layer of
convolutional neurons, followed by a fully connected layer and it’s going to have two outputs, one
for each I and Q component of the output of the power amplifier. The parameters we define on the
initialization method are the following:

• n_channels:number of kernels we want the network to learn from the input data.

• k_size:depth of the network (number of layers)

• l_out:length of the output of each kernel. The length of each input l_in is 10, that is, we are
taking into account the present sample and 10 past samples to train the neural network.

• conv1:the convolutional layer. We use torch.nn.Conv1d to create it, and it requires as inputs
the dimensions of the input, the number of kernels to use, the size of each kernel and we
add padding to the input so its length is consistent. Padding is just adding a set of ‘0’ at the
beginning and end to the input vector so the convolution is consistent.

• f c1, real, imag: these are the fully connected layers we define for the neural network. We
need to define the dimensions of the input and output of each one of them. On the first one,
the number of dimensions in is going to be:

(lout + padding∗2) ·nchannels

And the output dimensionality is going to be determined by the paramete n_hidden. The
other two layers simply define each output of our neural network, with n_hidden as their
input dimensionality and 1 as their output. Here, we could also use one Linear layer instead
of real and imag but with 2 as the output dimensionality, the result is exactly the same.

We choose as activation function the leaky ReLU function. We do so to prevent the dying ReLU
problem [38], where if the input is too negative, the gradient is going to be 0 and the neuron is
going to produce 0 as output for ever, leading to an useless neuron. The leaky ReLU function is the
following:

f (x) =

{
αx x < 0
x x > 0

Where α is a small constant. The plot of the leaky ReLU is the following:
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Figure 4.10 Leaky ReLU plot.

The class neuralNet returns then two vectors of shape (batchsize,1) representing the real and
imaginary value for each example we feed in. The decisions on this architecture are made empirically.
We chose the depth of the architecture by performing several experiments with varying depth and at
high depths the network experienced vanishing gradients, so the weights on the layers near the output
are not being updated [18]. We also chose the length of the input data by following [56], where the
memory depth is 3, being inputs further back less relevant to the behavioral modeling. Length 10
was a number with high enough impact for us to measure as well as keeping the complexity and
number of parameters reasonable. As we see, that leaves the number of channels and number of
hidden neurons as variables of our architecture. The optimal values of these variables vary from
experiment to experiment, so we are using hyperparameter tuning to optimize these values, see
appendix 2.

The next step then is to define the Dataset class, which is going to help us iterate over the Dataset.
We define the class as follows:

class _data_(Dataset):
def __init__(self, X, y):

self.X = X
self.y = y

def __len__(self):
return self.X.shape[0]

def __getitem__(self, idx):
return self.X[idx], self.y[idx]

batch_size = 220

We can find more information about the Dataset class on appendix 1, but we are basically defining
here how to return the data and how to calculate the total length of the dataset. This is required
by Pytorch to iterate over the data. Here we also define the batch size. We chose the batch size to
be 220 since it gave us a big enough set of examples to perform gradient steps without the loss
oscilating too much.

Now we define the core functions for the experiments. The first function is the training loop for
the network, which looks like this:

def train_network(network, optimizer, scheduler, X_train, y_train,
total_epochs, print_epoch=False):
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datos = _data_(X_train, y_train)
loader = DataLoader(dataset=datos, batch_size=batch_size, shuffle=True)
train_loss = []
for epoch in range(total_epochs):

for x, y_true in loader:
network.cuda()
x, y_true = x.cuda(), y_true.cuda()
optimizer.zero_grad()
out_real, out_im = network(x.float())
loss = ((((out_real-y_true[:, 0].view(-1, 1))**2)+(

(out_im-y_true[:, 1].view(-1, 1))**2)).mean())/2
loss.backward()
optimizer.step()
train_loss.append(loss.detach().cpu().numpy())

scheduler.step()
if print_epoch and epoch%50==0:

print(epoch)

This function takes as inputs the network to train, an optimizer, an scheduler, the input and output
sets and the number of epochs to train the network for. First, it creates the loader to iterate over
the input/output sets, more information on loaders on appendix 1. Then, we set the network and
input/output tensors on CUDA mode for training on GPUs, clear all the gradients and compute
the outputs of the neural network. After that, we calculate the half MSE and store its value on a
single-valued tensor called loss. We call the backward method on the tensor, which calculates all
the gradients of the network and then call optimizer.step() to update all the weights on the neural
network. Then, we save the loss on an Arraylist in case we want to plot it for model evaluation.
Lastly, we call scheduler.step() to lower the learning rate of the optimizer. We do this to prevent
overshooting the minima of the loss function. Pytorch has scheduler objects which, given an
optimizer will gradually reduce the learning rate over the epochs so we get finer adjustments on the
later stages of the training loop.

The next function we define is the test function. The test function evaluates the network on
previously unseen examples to test its generalization capabilities, that is, to see how well a trained
network performs:

def test_network(network, X_test, y_test):
with torch.no_grad():

preds = network(torch.from_numpy(X_test).cuda().float())
preds = np.concatenate(

(preds[0].detach().cpu().numpy(),
preds[1].detach().cpu().numpy()), axis=1)

preds = scaler_y.inverse_transform(preds)
y_test = scaler_y.inverse_transform(y_test)
y_test = pd.DataFrame(y_test, columns=["real", "imag"])
y_test['real_pred'] = preds[:, 0]
y_test['imag_pred'] = preds[:, 1]
y_test['error_abs'] = np.sqrt(((y_test['real']-y_test['real_pred'])**2)+(

(y_test['imag']-y_test['imag_pred'])**2))
y_test['error'] = (y_test['error_abs']**2).mean()
y_test['norma_abs'] = np.sqrt((y_test['real']**2)+(y_test['imag']**2))
y_test['norma'] = (y_test['norma_abs']**2).mean()
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y_test['error/norma'] = y_test["error"] / y_test['norma']
y_test['nmse'] = 10*np.log10(y_test['error/norma'])
return y_test['nmse'].mean()

Given a network and an input/output sets, the function first disables the gradients with the line
with torch.nograd(). Pytorch keeps track of all the computations on tensors to compute the gradients
later, and by setting that clause we are telling Pytorch to ignore the operations made there, since we
are testing the network, not training it. Next, we apply the inverse transformation on the data that
we scaled between [0,1] to calculate the NMSE. Then, we create a DataFrame to hold the values of
errors and absolute values of the NMSE function and make the calculations column-wise. Lastly,
we return the total NMSE for that sample.

The last helper function we are going the define is called hyperparameter_search, and it looks
like this:

def hyperparam_search(network, optimizer, scheduler, trial, X_train, y_train):
X_train, X_val, y_train, y_val = train_test_split(

X_train, y_train, shuffle=False, train_size=0.90)
all_nmse = []
for epoch in range(15):

train_network(network, optimizer, scheduler, X_train, y_train, 1, False)
nmse = test_network(network, X_val, y_val)
all_nmse.append(nmse)
trial.report(np.mean(all_nmse), epoch)
if trial.should_prune():

raise optuna.TrialPruned()
if epoch%25==0:

print(epoch)
print(all_nmse)
return np.mean(all_nmse)

This function first splits the given X and y sets into a training and validation set. We train the
network on a set and for each epoch we test the network on the validation set and add the value to
an Arraylist. On this method there’s also defined the trial.report and trial.shouldprune() needed
for a trial pruning of the Optuna module. Basically Optuna can stop a trial for its hyperparameter
search when it’s not successful enough to save computation time, and it requires both methods to be
called on the hyperparameter search loop. The function lastly returns the mean of all the values
stored on the Arraylist for hyperparameter selection.

Now, onto the main loop of the experiments, which looks like this:

columns_for_experiments = [[0, 1], [0, 1, 2], [0, 1, 3], [0, 1, 4],
[0, 1, 2, 3], [0, 1, 2, 4], [0, 1, 2, 3, 4], [0, 1, 2, 4, 6],
[0, 1, 2, 3, 4, 5]]
for elem in series_no_indexes:

print("With columns:")
print(elem)
data_to_input = np.zeros((X.shape[0]-l_in, len(elem), l_in))
counter = 0
for column in elem:

for index in range(X.shape[0]-l_in):
data_to_input[index, counter, :] = X[index:index+l_in, column].transpose()

counter += 1
X_train, X_test, y_train, y_test = train_test_split(data_to_input, y[:-l_in],

shuffle=True, train_size=0.90)
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#hyperparameter tuning
def objective(trial):

n_channels = trial.suggest_int('n_channels', 50, 120, 10)
n_hidden = trial.suggest_int("n_hidden", 10, 40, 10)
network = neuralNet(n_channels, n_hidden, 5, data_to_input.shape[1]).cuda()
optimizer = torch.optim.Adam(network.parameters(), lr=1e-3)
scheduler = torch.optim.lr_scheduler.StepLR(optimizer, step_size = 2, gamma=0.9)
return hyperparam_search(network, optimizer, scheduler, trial, X_train, y_train)

study = optuna.create_study(direction="minimize",
pruner=optuna.pruners.MedianPruner())

study.optimize(objective, n_trials=15)
print(study.best_params)

#Now we train the proper network
network = neuralNet(study.best_params['n_channels'],

study.best_params['n_hidden'], 5, data_to_input.shape[1]).cuda()
optimizer = torch.optim.Adam(network.parameters(), lr=1e-3)
scheduler = torch.optim.lr_scheduler.StepLR(optimizer, step_size = 2, gamma=0.9)

train_network(network, optimizer, scheduler, X_train, y_train, 100, True)

torch.save(network.state_dict(), "./weights" + str(elem))
print(test_network(network, X_test, y_test))

On this loop, first we define the columns we are going to performs the experiments with. Then,
iterating over the experiments, we create an the data_to_input tensor holding the transformed
input data in a 3D tensor, the first dimension being each single example, the second dimension is
the different features and then last dimension is the past samples for memory. Then, we split the
tensor into a train and test set. Next, we define the objective function that Optuna is going to call
to perform the hyperparameter search. We define the ranges we want Optuna to look into, create
a neural network with the sampled parameters, along with an optimizer and scheduler and call
the hyperparameter_search function, which will train the network and test it, and Optuna will
choose the networks that performs the best on a given set of columns. We perform 15 trials on each
experiment, then choose the best parameters Optuna found and create the final neural network to be
trained for 100 epochs. We found that a kernel_size of 5 performed the best, along with a learning
rate of 0.001, when training for 100 epochs. We chose 100 epochs since they are enough epochs
to allow the model to converge and find the minima and it kept the training computation time to a
reasonable length. We then save the model weights on a file to later use and show on screen the
final performance value of the network on each experiment.
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In this section we will show how the CNN performs on a group of Datasets. Each Dataset contains
approximately the same number of sampled I and Q components of the input/output of a RFPA.
Performance varies notably between Datasets, with the CNN performing the worst for less accurate
samples. The parameters used to train the network are exactly the same across all experiments,
and are the ones explained in the previous chapter. We let then Optuna free to choose the best
performing parameters for each experiment on each Dataset. All the Datasets contain a little over
360000 samples of input/output signals.

5.1 Experiment 1 - 15MHz 5G-NR at -23 dBm

On this experiment, we train the network on a 15MHz 5G-NR(New Radio) signal from the Chalmers
Online Laboratory. The Chalmers weblab was launched on 2014 and it’s used worldwide for research
and education. Users can submit input signals and the Weblab will return the distorted output signals
from a variety of amplifiers. We test a 5G-NR signal. 5G-NR is designed to be the global standard
for 5G communication, with the bulk of users being cellphone users, we can see then the interest
in increasing the amplifiers efficiency to improve battery life and build a reliable communication
system with DPD. More information for state-of-the-art research on DPD for 5G-NR signals can be
found in [13].

The results of the Hyperparameter search can be found on the plots below. The plots represent the
surfaces of the different values for each input data augmentation to find the best NMSE. The plots
are created by triangulating the points returned by Optuna with the trimeshfunction of Octave.
Here we can see how the performance for the first epochs varies about 1 to 2 dB depending on the
parameters chosen.
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(1) With no additional inputs. (2) With |X(n)|.

(3) With |X(n)|2. (4) With |X(n)|3.

(5) With |X(n)|, |X(n)|2.
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(6) With |X(n)|, |X(n)|3. (7) With |X(n)|, |X(n)|2, |X(n)|3.

(8) With |X(n)|, |X(n)|3, |X(n)|5. (9) With |X(n)|, |X(n)|2, |X(n)|3, |X(n)|4.

Performance of the CNN is shown on the table below:

Amplitude Terms
(In addition to I and Q)

Optimal No. of
kernels

Optimal No. of
neurons on hidden layer NMSE(dB)

None 120 20 -31.01
|X(n)| 120 30 -32.70
|X(n)|2 110 20 -31.51
|X(n)|3 120 30 -31.83

|X(n)|, |X(n)|2 90 10 -32.92
|X(n)|, |X(n)|3 110 40 -32.85

|X(n)|, |X(n)|2, |X(n)|3 90 30 -33.42
|X(n)|, |X(n)|3, |X(n)|5 110 40 -34.21

|X(n)|, |X(n)|2, |X(n)|3, |X(n)|4 100 40 -34.19

5.2 Experiment 2 - Class J PA at -31 dBm

Class J PA were proposed in 2003 in [16], they provide similar efficiency and linearity as the
Class-AB and Class-B but across a broader range of frequencies.

The results of the Hyperparameter search can be found below.
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(10) With no additional inputs. (11) With |X(n)|.

(12) With |X(n)|2. (13) With |X(n)|3.

(14) With |X(n)|, |X(n)|2.
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(15) With |X(n)|, |X(n)|3. (16) With |X(n)|, |X(n)|2, |X(n)|3.

(17) With |X(n)|, |X(n)|3, |X(n)|5. (18) With |X(n)|, |X(n)|2, |X(n)|3, |X(n)|4.

Performance of the CNN is shown on the table below:

Amplitude Terms
(In addition to I and Q)

Optimal No. of
kernels

Optimal No. of
neurons on hidden layer NMSE(dB)

None 110 30 -40.00
|X(n)| 120 30 -41.00
|X(n)|2 100 30 -40.46
|X(n)|3 120 10 -39.97

|X(n)|, |X(n)|2 80 40 -41.19
|X(n)|, |X(n)|3 110 20 -41.25

|X(n)|, |X(n)|2, |X(n)|3 100 40 -41.55
|X(n)|, |X(n)|3, |X(n)|5 100 20 -41.67

|X(n)|, |X(n)|2, |X(n)|3, |X(n)|4 90 30 -42.02

5.3 Experiment 3 - LTE at 15MHz at -22.5 dBm

LTE signals where generated as in [10]. The amplifier here is the Cree amplifier, a Class-AB
amplifier at -22.5 dBm.
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(19) With no additional inputs. (20) With |X(n)|.

(21) With |X(n)|2. (22) With |X(n)|3.

(23) With |X(n)|, |X(n)|2.
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(24) With |X(n)|, |X(n)|3. (25) With |X(n)|, |X(n)|2, |X(n)|3.

(26) With |X(n)|, |X(n)|3, |X(n)|5. (27) With |X(n)|, |X(n)|2, |X(n)|3, |X(n)|4.

Performance of the CNN is shown on the table below:

Amplitude Terms
(In addition to I and Q)

Optimal No. of
kernels

Optimal No. of
neurons on hidden layer NMSE(dB)

None 100 20 -48.36
|X(n)| 80 30 -49.22
|X(n)|2 80 10 -48.59
|X(n)|3 80 40 -48.27

|X(n)|, |X(n)|2 100 40 -49.54
|X(n)|, |X(n)|3 50 40 -49.15

|X(n)|, |X(n)|2, |X(n)|3 80 10 -50.19
|X(n)|, |X(n)|3, |X(n)|5 50 10 -50.20

|X(n)|, |X(n)|2, |X(n)|3, |X(n)|4 60 30 -50.25

5.4 Experiment 4 - LTE at 15MHz at -35.5 dBm

Again, LTE signals where generated as in [10]. The same amplifier as in Experiment 3 is used but
now the power is lowered to -35.5 dBm
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(28) With no additional inputs. (29) With |X(n)|.

(30) With |X(n)|2. (31) With |X(n)|3.

(32) With |X(n)|, |X(n)|2.
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(33) With |X(n)|, |X(n)|3. (34) With |X(n)|, |X(n)|2, |X(n)|3.

(35) With |X(n)|, |X(n)|3, |X(n)|5. (36) With |X(n)|, |X(n)|2, |X(n)|3, |X(n)|4.

Performance of the CNN is shown on the table below:

Amplitude Terms
(In addition to I and Q)

Optimal No. of
kernels

Optimal No. of
neurons on hidden layer NMSE(dB)

None 90 30 -50.64
|X(n)| 70 20 -51.21
|X(n)|2 80 40 -50.95
|X(n)|3 120 20 -50.83

|X(n)|, |X(n)|2 70 20 -52.09
|X(n)|, |X(n)|3 120 10 -51.98

|X(n)|, |X(n)|2, |X(n)|3 120 10 -52.02
|X(n)|, |X(n)|3, |X(n)|5 110 30 -52.23

|X(n)|, |X(n)|2, |X(n)|3, |X(n)|4 110 20 -52.76

5.5 Comments on the experiments

Results of the presented experiments confirm that adding more terms to the input of the CNN does
come with a small increase in performance, as referenced in [56]. Furthermore, the inclusion of the
term |X [n]| allows the network to generate the even-order intermodulation terms, reaching lower
NMSE scores, but adding redundant terms to the network such as |X [n]|2, |X [n]|3 does not improve
the networks performance as much. However, the more combinations we add to the input network,
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the better it performs, as we can see in the last rows of the experiments’tables, bringing around -2dB
of improvement compared with feeding the network only the I/Q components.

We can also observe that an increase in the networks complexity, or the number of parameters and
kernels, does not comewith an increase in performance.We can see that a higher input dimensionality
does not imply a higher complexity, with simpler networks architecture outperforming more complex
ones with different input dimensionality. As we can see, hyperparameter selection on deep learning
is still an empirical approach, but recent research on AutoML [23] may help find a more comfortable
solution to current machine learning pipelines.



6 Conclusion

On this document we observed that CNNs can model a variety of amplifiers and powers regardless
of where distortions come from, all while mantaining the number of learning parameters low. The
network architectures explored on this document are not very complex, which allows us to fine-tune
them to adapt better to each experiment, as we saw on the hyperparameter search section. We
also confirmed previous research that a higher number of feature transformations of the input,
more specifically adding |X(n)|k terms, greatly increase the accuracy of networks with similar
architectures.

6.1 Future lines of investigation

More sophisticated architectures of CNNs, such as TCN [9], which include the use of Residual
blocks and several convolutional layers may have greater success on RFPA behavioral modeling
comparable or surpassing current numerical approaches. Although they include a higher number
of parameters and overall complexity, their ability to model accurately memory effects by causal
convolution may come with better overall accuracy. More research will be needed on this topics to
compare performances.
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Appendix A

Pytorch

In this section we are going to explain a bit what Pytorch is more in depth and how it works. Pytorch
is our library of choice for the neural network architecture we proposed and its training loop.

The building block of Pytorch is the tensor. A tensor can be described as a multidimensional
matrix. Pytorch provides several methods to create tensors, such as the .zeros() method, .randn()
method or .empty() method, and also creating tensors from Numpy arrays.

x = torch.zeros(5, 3)
print(x)

tensor([[0., 0., 0.],
[0., 0., 0.],
[0., 0., 0.],
[0., 0., 0.],
[0., 0., 0.]])

Performing operations on tensors is really simple, it looks a lot like performing operations with
Numpy arrays, so it’s very ‘pythonic’:

x = torch.zeros(3, 3)
y = torch.randn(3, 3)
z = x+y
print(z)

tensor([[-0.1215, 0.0835, -0.7474],
[-0.1995, -0.4273, -0.3058],
[-0.0596, -0.1303, 0.5063]])

When it comes to performance and fast computation, Pytorch allows tensors to be run on CUDA
devices. CUDA (Compute Unified Device Architecture) [43] is a parallel computing platform
developed by NVIDIA. CUDA devices are essentially NVIDIA GPUs highly optimized for Deep
Learning and tensor operations. CUDA-enabled GPUs offers a set of low-level, high performance
instructions and exposes said API to a variety of programming languages. When we want operations
to be performed by a CUDA-enabled device, we just have to call .cuda() on a given tensor or model.
This will tell Pytorch to move those objects to the GPU as well as all the tensors resulting from their
operations.
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Since performing operations with CUDA is really straight-forward, we can write code that runs
either on GPU or CPU seamlessly, we just need to check if a CUDA device is available to the system
and call the .cuda() method on our tensors and models:

if torch.cuda.is_available():
device = 'cuda'

else:
device = 'cpu'

x = torch.randn(4, 4, device=device)
print(x)

tensor([[ 0.4288, -0.2511, -1.3960, -1.4391],
[ 0.7458, -0.0637, 0.4903, -0.6889],
[-1.0640, 0.5303, -2.5384, -0.2693],
[-0.6191, 0.1749, -0.5994, -0.2116]], device='cuda:0')

Pytorch CUDA implementation offers some other low-level operations to the user to fine tune
different aspects such as memory allocation and distributed computation across several GPUs.

Pytorch’s autograd package is the core package when working with neural networks. Autograd
provides automatic differentiation for all operations on tensors. All operations we perform on a
tensor are tracked by Pytorch. When we calculate the Loss function and call backward() on the
resulting tensor, all the gradients are computed automatically and stored on an attribute called grad
on each tensor. We can choose not to track operations by using the detach() method on a tensor or
using the sentence with torch.nograd().

with torch.no_grad():
preds = network(torch.from_numpy(X_test).cuda().float())
preds = np.concatenate((preds[0].detach().cpu().numpy(),

preds[1].detach().cpu().numpy()), axis=1)

Pytorch also stores the operation on the tensor on an attribute called grad_fnthat stores the Function
reference that created the tensor:

x = torch.zeros(2, 2, requires_grad=True)
y = x+2
print(y)

tensor([[2., 2.],
[2., 2.]], grad_fn=<AddBackward0>)

Autograd is an engine for computing vector-Jacobian products. Given~y = f (~x), the gradient of~y
with respect to~x is the Jacobian matrix:

J =


δy1
δx1

. . . δy1
δxn... . . . ...

δyn
δx1

. . . δym
δxn


For a given vector:

v = (v1,v2, . . . ,vm)
T
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Autograd valculates vT ∗ J. If v is the gradient of a scalar function, that is, i = g(~y), then:

v = (
δ i

δy1
, . . . ,

δ i
δym

)T

Then the vector-Jacobian dot product would be the gradient of i with respect to would be:

JT ∗ v =


δy1
δx1

. . . δy1
δxn... . . . ...

δyn
δx1

. . . δym
δxn




δ i
δy1
...

δ i
δym

=


δ i

δx1...
δ i

δxm


Thus building computing graphs and its derivatives becomes really easy using vector-Jacobian
products. More information about specifics on Autograd can be found on [1].

To build neural networks architectures, Pytorch provides the nn.Modules library and a method
forward(input) that produces an output. The general training procedure of a neural network goes
like this:

defineNetwork();
for number of epochs do

for batch of data do
output = network(input)
error = calculateLoss(output, realValues)
calculateGradients(error)
adjustWeights()

end
end

Algorithm 1: Training loop of neural network

To define a network on Pytorch, we have to create a class which inherits from nn.Module and
define two methods: the constructor or initialization method were we’ll define the layers of our
network, and the forward method, where we’ll define the order of computation of the layers of the
neural network. We can take the example of convnet from Pytorch’s documentation:

Figure A.1 Convnet general architecture .

The network is a 2D CNN for image recognition. Two convolutional layers are needed, along
with two fully connected layers and two pooling layers. The pooling layers basically downsize the
feature maps to capture more general features. The code to define the neural network above would
be:
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import torch
import torch.nn as nn
import torch.nn.functional as F

class Net(nn.Module):

def __init__(self):
super(Net, self).__init__()
self.conv1 = nn.Conv2d(1, 6, 3)
self.conv2 = nn.Conv2d(6, 16, 3)
self.fc1 = nn.Linear(16 * 6 * 6, 120) # 6*6 from image dimension
self.fc2 = nn.Linear(120, 84)
self.fc3 = nn.Linear(84, 10)

def forward(self, x):

x = F.max_pool2d(F.relu(self.conv1(x)), (2, 2))
x = F.max_pool2d(F.relu(self.conv2(x)), 2)
x = x.view(-1, 16*6*6)
x = F.relu(self.fc1(x))
x = F.relu(self.fc2(x))
x = self.fc3(x)
return x

The layers are defined on the __init__ (constructor) function. On the torch.nn submodule we can
find the different layers Pytorch offers. Each layer and its inputs vary from type to type, for example,
the Linear layer represents a fully connected standard layer, where we need to provide the number of
dimensions in and out of the layer. The convolutional layers on the other hand require you to define
other aspects such as the kernel sizes and number of kernels. Then, once we have our layers in place,
we need to define the forward function. The forward function defines the order of computations of
the layers. On the example above, we apply first the conv1 layer, then apply the activation function
to all the outputs of the conv1 by using the torch.Functional module, which contains the activation
functions and other utilities, and then apply the pool function. We do the same for the conv2 layer
and then reshape the x tensor, since it has more than 2 dimensions, to a 2-dimensional one to apply
the linear functions to it.

The backward function is then automatically created byAutograd with all the gradient computation
and the network can be called as Net(input).

To feed data into a given network, pytorch provides the Dataset and Dataloader modules. To
create a Dataset, we must subclass the torch.utils.data.Dataset class and overwrite two methods
the __getitem()__ method, where we define how the data is returned when called, and the __len__()
method, where we define how the total length of the dataset is going to be computed. We can take
our Dataset as an example:

class _data_(Dataset):
def __init__(self, X, y):

self.X = X
self.y = y

def __len__(self):
return self.X.shape[0]
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def __getitem__(self, idx):
return self.X[idx], self.y[idx]

Once we have our Dataset defined, we can create a loader that will return an iterable over the
Dataset. While creating the Dataloader, we can define the batch size and if the data is to be shuffled
(randomized) when feeding the data. We define the Dataloader as below, and we can iterate over the
dataset with a simple for loop.

X_train = torch.randn(2048, 3)
y_train = torch.randn(2048, 1)
class _data_(Dataset):

def __init__(self, X, y):
self.X = X
self.y = y

def __len__(self):
return self.X.shape[0]

def __getitem__(self, idx):
return self.X[idx], self.y[idx]

datos = _data_(X_train, y_train)
loader = DataLoader(dataset=datos, batch_size=100, shuffle=True)
for x, y in loader:

print(x.shape)
print(y.shape)
break

torch.Size([100, 3])
torch.Size([100, 1])

Lastly, Pytorch offers several optimizers on the torch.optim module. Most of the state-of-the-art
algorithms are implemented there. To use an optimizer, we must instantiate it with the parameters
(weights) of a neural network, the desired learning rate and other parameters specific to each
algorithm. For example:

optimizer = torch.optim.Adam(network.parameters(), lr=1e-3)

Here we are creating an ADAM optimizer [paper adam] instead of an SGD optimizer and giving it
a learning rate of 0.001. Once we have our optimizer created, we need to call its method step() after
calculating the gradients, like so

for input, target in dataset:
optimizer.zero_grad()
output = model(input)
loss = loss_fn(output, target)
loss.backward()
optimizer.step()





Appendix B
Optuna

As we explained, when building and training a neural network, there are many parameters that have
to be chosen empirically for the problem at hand, called hyperparameters. Optuna is a framework
that facilitates running several experiments with different hyperparameters to find the parameters
that produce the best results. First, we need to define and objective function to be optimized, imagine
we have a function train(network,X_train,y_train) that returns the train error after training the
network, the objective function can then be:

def objective(trial):
n_channels = trial.suggest_int('n_channels', 50, 120, 10)
n_hidden = trial.suggest_int("n_hidden", 10, 40, 10)
network = neuralNet(n_channels, n_hidden, 5, 3)
return train(network, X, y)

On the function above, first we are setting the intervals of the variables we are going to optimize. For
example, we set the number of hidden neurons n_hidden to be in the range [10,40] with increments
of 10. After creating the ranges, we instantiate the network and call the function train, and then return
the error. The goal of Optuna here is to find then the parameters [n_channels,n_hidden,k_size]
that minimize the training error on a neural net. A trail object corresponds to a single execution of
the objective function. To start the optimization, we create an study object and pass the objective
function we just defined:

study = optuna.create_study(direction="minimize",
pruner=optuna.pruners.MedianPruner())

study.optimize(objective, n_trials=15)

Here, we create the study object with several parameters:

• Direction:if we want to maximize or minimize the returned value of the objective function.
If we were training for a different metric, say, accuracy, we would need to change the direction
to “maximize” since we want the accuracy to go as high as possible. Since we are optimizing
with the prediction error, we want to “minimize” here.

• Pruner:if Optuna finds that a trial is not very successful at the beginning, it may prune or
stop said trial to save computing time. We will explain a bit more on pruners below.

• n_trials:the total number of trials we want Optuna to invest on finding the best parameters,
not here, that maybe some of those trials may be pruned thus wont be completed totally.
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When choosing which parameters to run a trial with, we can tell Optuna which sampler to use
when searching over the parameter space. There are some basic samplers like GridSampler, which
searches for all parameters in order, or RandomSampler, which searches randomly, but there are
more sophisticated samplers such as the TPESampler, a sampler using the Tree-structured Parzen
Estimator [12]. About pruners, to enable them on Optuna, we have to make use of two special
methods, the trial.report() method for returning information about the training status to Optuna
and the method optuna.TrialPruned() to stop a trial in case the reports are not successful enough,
in an example:

for epoch in range(15):
train_network(network, optimizer, scheduler, X_train, y_train, 1, False)
nmse = test_network(network, X_val, y_val)
all_nmse.append(nmse)
trial.report(np.mean(all_nmse), epoch)
if trial.should_prune():

raise optuna.TrialPruned()
if epoch%25==0:

print(epoch)

We are reporting the mean of the NMSE while training the model on all the epochs. When
Optuna detects that the mean of the NMSE is not low enough, it stops the training by calling
optuna.TrialPruned() and opens the next trial with different parameters. To decide if a metric is
good enough for pruning a trial, Optuna offers a variety of pruners, such as MedianPruner, which
after a number of trials may prune following trials if the reported value is below the median of the
past trials, percentile pruners, threshold pruners and more sophisticated pruners such as Successive
Halving [36] or Hyperband [37].

After finishing the hyperparameter exploration, we can ask Optuna for the hyperparameter im-
portance, that is, which hyperparameter has more impact when reducing the error. The method
get_param_importance() returns a dictionary where the keys are the different parameters to opti-
mize and the values are each parameters importance given by floating point numbers that sum to 1,
being the higher the number, the higher the importance. Lastly, Optuna also offers some visualization
tools to aid in the hyperparameter search, for example, by calling optuna.visualization.
plot_param_importances() we get something like

Figure B.1 Hyperparameter importance [6] .
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We can also plot multidimensional plots to represent the relationship between several hyperpara-
meters and the objective function by calling plot_countour():

Figure B.2 Contour plot [6] .

Or plot the history of the trials on a given study:

Figure B.3 Contour plot [6] .
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