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Coherent Detection for DS/CDMA System with M -Ary

Orthogonal Modulation in Multipath Fading Channels

Sung-Jin KANG†, Min-Goo KANG††, Chang-Eon KANG†††, Nonmembers,
and Norihiko MORINAGA††††, Member

SUMMARY In this letter, we propose the channel estima-
tion technique in the uplink of a DS/CDMA system with M -ary
orthogonal signaling over multipath fading channels. The chan-
nel estimation is carried out using the maximum correlator out-
put of RAKE receiver. With the estimated channel parameters,
the RAKE receiver can coherently combines the received multi-
path signals, resulting in a significant performace improvement.
The hardware complexity of the proposed detection technique is
slightly increased when compared to that of noncoherent detec-
tion.
key words: M-ary orthogonal modulation, DS/CDMA, channel

estimation, coherent detection

1. Introduction

In a direct sequence code division multiple access
(DS/CDMA) communication system, a number of
DS/CDMA signals share the same frequency spectrum
to provide communication between a number of users.
In general, in order to increase the system capacity, a
coherent demodulation is preferable. However, on the
reverse link of a realistic DS/CDMA system (for ex-
ample, IS-95 system), a coherent demodulation is im-
practical since it requires the inclusion of a pilot sig-
nal for each user. Instead, a noncoherent reception is
used. M -ary orthogonal modulation is a spectrum effi-
cient modulation scheme well suited for this application
[1], [2].

In this letter, we present a simple method of chan-
nel estimation in a DS/CDMA system with M -ary or-
thogonal modulation over multipath fading channels
without the inclusion of a pilot signal. Therefore a
coherent demodulation is possible and an average bit
error probability is significantly improved. The channel
estimation is carried out using the maximum correla-
tor output of RAKE receiver. But, the total hardware
complexity of the receiver is slightly increased when

Manuscript received February 6, 1999.
Manuscript revised March 9, 1999.

†The author is with Electronics and Telecommunica-
tions Research Institute (ETRI), Taejon, Korea.

††The author is with the Department of Information and
Communication Engineering, Honam University, Kwangju,
Korea.

†††The author is with the Department of Electronic Engi-
neering, Yonsei University, Seoul, Korea.
††††The author is with the Department of Communication

Engineering, Osaka University, Suita-shi, 565-0871 Japan.

compared to that of noncoherent detection. We an-
alyze the performance of the proposed coherent detec-
tion technique and compare with that of a conventional
noncoherent RAKE receiver. We also present the simu-
lation results to verify the performance of the proposed
coherent detection technique.

2. Coherent Detection for DS/CDMA System
with M -Ary Orthogonal Modulation

2.1 System Model

The system under consideration uses a M -ary orthog-
onal signal set {W j(t)}. Assuming the j-th M -ary or-
thogonal (Walsh) symbol W j(t) is transmitted, the re-
ceived signal is the sum of all users’ signals plus noise
and given by

r(t) =
K∑

i=1

N∑
n=1

√
Pwα

i
n

[
Ψi,j

I (t− τ i
n) cos(wct− θi

n)

+Ψi,j
Q (t− T0 − τ i

n) sin(wct− θi
n)

]
+n(t) (1)

where K is the number of users and N is the num-
ber of multipath components. T0 is the offset time,
θi

n = φi
n + wcτ

i
n, Pw is the transmitted power per

Walsh symbol, and ai
I(t) and ai

Q(t) are the spread-
ing waveforms of the in-phase and quadrature channels
for the i-th user, respectively. Ψi,j

I (t) = ai
I(t)W

j(t),
Ψi,j

Q (t) = ai
Q(t)W

j(t) and wc is the carrier angular
frequency. αi

n, φ
i
n, and τ i

n are the amplitude, phase,
and delay of the n-th multipath, respectively, and
n(t) = Re[{nc(t) + jns(t)} ejwct] is a zero mean Gaus-
sian noise process with spectral density N0/2.

Figure 1 shows the proposed receiver structure,
which includes a channel estimation block and a phase
recovery block. The output of the lowpass filter of the
I-channel is given by [2]

dI(t) =
K∑

i=1

N∑
n=1

√
Pwα

i
n

[
Ψi,j

I (t− τ i
n)
cos(θi

n)
2

+ Ψi,j
Q (t− T0 − τ i

n)
sin(θi

n)
2

]
+
nc(t)
2

(2)

Similary, dQ(t) can be obtained. Let the k-th user
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Fig. 1 Receiver block for the l-th RAKE branch with phase
recovery.

be the user of interest. The output of the phase recov-
ery block in the l-th RAKE branch is given by

d
′
(t) = [dI(t) + jdQ(t)]

[
wk

I,l − jwk
Q,l

]
(3)

where wk
I,l and w

k
Q,l is the inphase and quadrature com-

ponet of channel estimator in the l-th branch of the
k-th user’s RAKE receiver, respectively. We assume
that the estimation of the channel parameter is per-
fect, that is , wk

l = wk
I,l+ jwk

Q,l = αk
nl
ejθk

nl . In contrast
to [2], since the phase recovery is performed in our pro-
posed receiver, we do not need to detect the energy of
d

′

I(t) against the quadrature spreading waveform ak
Q(t).

Thus, the hardware complexity of each l-th branch of
the RAKE receiver is reduced to the half of noncoherent
one as shown in Fig. 1.

After combining L branches, a decision variable of
the k-th user becomes sk(m) =

∑L
l=1 s

k(m, l), where

sk(m, l) = Z
′k

II(m, l) + Z
′k

QQ(m, l). The output of the

m-th correlator and l-th receiver branch, Z
′k

II(m, l) and

Z
′k

QQ(m, l), are defined as

Z
′k

II(m, l) =
1√
Tw

∫ Tw+τk
nl

τk
nl

d
′

I(t)Ψ
k,m
I (t− τk

nl
)dt

(4)

Z
′k

QQ(m, l) =
1√
Tw

∫ Tw+τk
nl

τk
nl

d
′

Q(t)Ψ
k,m
Q (t− τk

nl
)dt

(5)

where Tw is the duration of a Walsh symbol. We as-
sumed that the delay time of the l-th tracked multipath
component, τk

nl
, is estimated perfectly. Therefore, the

correlator output is given by

Z
′k

II(m, l) ={
(αk

nl
)2

√
Ew

2 + ICIk
I (l) +MAIk,i

I (l) +Nk
I (l) m = j

ICIk
I (l) +MAIk,i

I (l) +Nk
I (l) m �= j

(6)

where Ew is the energy of a Walsh symbol, Ew = PwTw,
ICIk

I (l) is the self-interference to the l-th branch of
the RAKE receiver due to multipath, MAIk,i

I (l) is the
MAI, and Nk

I (l) is the term due to the presence of
AWGN. Since ICI, MAI and Nk

I (l) can be modelled as
Gaussian random vaiables, it can be easily shown that
Z

′k

II(m, l) is a Gaussian random variable with variance
given by

V ar[Z
′k

II(m, l)] =
(
αk

nl

)2
{
N0

4
+

Ew

ρNc

×


 N∑

n=1,n �=nl

E
[
(αk

n)
2
]
+

K∑
i=1,i �=k

N∑
n=1

E
[
(αi

n)
2
]



(7)

where Nc = Tw/Tc, Tc is the chip duration, ρ = 6 for
asynchronous transmission and ρ = 4 for synchronous.
E[·] denotes expectation. Similarly, we can obtain

Z
′k

QQ(m, l).

2.2 Average Bit Error Probability

For a fixed set of
{
αk

n

}
, sk(m, l) becomes a Gaussian

random variable with variance 2 · V ar[Z ′k

II(m, l)] since

Z
′k

II(m, l) and Z
′k

QQ(m, l) are Gaussian random vari-
ables with the same variance. In realistic situations, the
random variables sk(m, l) are correlated due to inter-
chip interference. However, since ICI is relatively small
as compared to the MAI, we can assume that the cor-
relator outputs sk(m, l) are uncorrelated for large K
[2]. Thus, the decision variable of the k-th user, sk(m),
becomes a Gaussian random variable with mean

E
[
sk(m)

]
=




λ =
√
Ew

L∑
l=1

(αk
nl
)2 m = j

0 m �= j

(8)

and variance as

σ2 = 2
L∑

l=1

V ar[Z
′k

II(m, l)] (9)

To derive the probability of symbol error, without
loss of generality, suppose that the signal W 1(t) was
transmitted. We assume that sk(m) (m = 2, 3, · · · ,M)
are identical and independent distributed random vari-
ables. Thus, the probability that a symbol will be de-
coded correctly is

Pc(λ) =
∫ ∞

0

[
1−Q

( s1
σ2

)]M−1 1√
2πσ2

e−
(s1−λ)2

2σ2 ds1

(10)

where Q(·) is the complementary error function. Pc(λ)
is conditioned on the random variable λ. Finally, the
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Fig. 2 Noncoherent channel estimation block for the l-th
RAKE branch.

symbol error probability becomes PM (λ) = 1 − Pc(λ),
and the bit error probability becomes [2], [3]

Pb(λ) =
2h−1

M − 1PM (λ) (11)

where h = log2 M . The bit error probability Pb(λ)
is also conditioned on the random variable λ, which
in turn depends on the multipath channel amplitudes{
αk

n

}
. Hence the average bit error probability depends

on the actual probability density function p(λ) and is
given by

Pb =
2h−1

M − 1

∫ ∞

0

PM (λ)p(λ)dλ (12)

However, p(λ) is not known in general.

2.3 Channel Estimator

The proposed estimation method is based on the idea
that channel parameters can be extracted from the
maximum correlator output in a receiver block. Fig-
ure 2 shows the proposed estimation block. In Fig. 2,
after multiplying ak

I (t − τk
nl
) to dI(t), and correlating

with the m-th Walsh function, Zk
II(m, l) is given by [2]

Zk
II(m, l) =


αk

nl

√
Ewcosθk

nl

2 + Ik,k
Q,II(l) + Ik,k

II (l) + Ik,i
II (l) +Nk

II(l)
m = j

Ik,k
Q,II(l) + Ik,k

II (l) + Ik,i
II (l) +Nk

II(l) m �= j

(13)

where all notations are the same with [2]. Ik,k
Q,II(l),

Ik,k
II (l), I

k,i
II (l), and Nk

II(l) are all zero-mean Gaussian
random variables and each variance is given in [2]. From
(13), we can see that Zk

II(m, l) consists of a real term
of channel coefficient and AWGN for m = j. If we se-
lect the largest value, Zk

II(m, l)max, out of Zk
II(m, l),

Zk
II(m, l)max can be regarded as sum of a real term of
channel coefficient and AWGN. In fact, this implies the
case m = j, which occurs with a high probability at
a moderate signal power to noise power ratio (SNR).
Therefore, we can design an unbiased estimator based
on Zk

II(m, l)max. Furthermore, fading channel parame-
ters may be represented as a first-order Gauss-Markov
process [4], i.e., the channel parameter to be estimated
are correlated with the value of previous channel pa-
rameter. Therefore, we can estimate the real term of
the channel coefficients as follows

Re[wk
l,t] = βRe[wk

l,t−1] + (1− β)
2√
Ew

Zk
II(m, l)max

(14)

where wk
l,t is the estimated complex channel parameter

in the l-th branch of the k-th user’s RAKE receiver at
time t, and β is the update factor. Similarly, we can
estimate the imaginary term of channel coefficient from
Zk

QI(m, l)max.

Im[wk
l,t] = βIm[wk

l,t−1] + (1− β)
2√
Ew

Zk
QI(m, l)max

(15)

3. Results and Discussions

To evaluate the performance of the proposed channel
estimation technique, the extensive series of Monte-
Carlo simulations have been conducted in frequency-
selective fading channel using the parameters specified
in IS-95 system with (1) Number of diversity branches:
N = L = 3 and (2) Doppler frequency: fd = 30Hz.

For the frequency-selective fading channel, we as-
sume that the envelope of the each channel tap coeffi-
cient is Rayleigh distributed and each tap has an equal
power, resulting in

∑N
n=1

(
αi

n

)2 = 1. For this case, we
can numerically evaluate the average bit error proba-
bility of (12). Since we assme that

∑N
n=1

(
αi

n

)2 = 1
and αi

n is identical and independent distributed with
the same variance σ2

α = 1/2N , the random variable λ
in (8) has a chi-square distribution with L degrees of
freedom given by [3]

p(λ) =
1

σ2L
α 2LΓ(L)

λL−1e−λ/2σ2
α (16)

The V ar[Z
′k

II(m, l)] becomes as follows

V ar[Z
′k

II(m, l)] =(
αk

nl

)2
{
N0

4
+

Ew

4N0
×

[
N − 1
N

+ (K − 1)
]}

(17)

Thus, for N = L, the average bit error probability
P b can be calculated as follows
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Fig. 3 Average bit error probability for K = 5 and 10. (1) solid
line: Noncoherent detection (analytical), (2) dotted line: Coher-
ent detection (analytical), (3) triangle-down(�): Noncoherent
detection (simulation), (4) rectangluar(✷): Coherent detection
with the estimated value (simulation), (5) circle(◦): Coherent
detection with the no estimation error (simulation).

P b =
2h−1

M − 1

∫ ∞

0

(1− Pc(λ))
NN

Γ(N)
λN−1e−λNdλ

(18)

Some numerical results of average bit error proba-
bility are shown in Fig. 3. The solid lines and the dotted
lines are the numerical results of noncoherent and co-
heren detection when 5 and 10 users exist, respectively.
We can see that a considerable improvement can be
achieved by coherent detection in terms of the average
bit error probability.

All points in Fig. 3 are obtained from the computer
simulations. The numerical results of the proposed
coherent detection are very close to the simulation

Table 1 Variances of estimation error for various values of β
(Eb/N0 = 20 dB).

β 0.3 0.5 0.7 0.9

Variance 0.006475 0.004509 0.002611 0.008136

results. For the coherent detection with the estimated
value, the value of β was set to 0.7, which is choosen
in heuristic manner from several simulations. The vari-
ances of the estimation error for various value of β are
shown in Table 1 and is minimum when β = 0.7. Since
β is sensitive to the channel characteristics, the large
value of β is good in a slow fading channel. On the
other hand, a small value is appropriate in a fast fading
channel. We can insist from Fig. 3 that the proposed
detection method with phase recovery outperforms a
conventional noncoherent detection.

As a conclusion, it is shown that the estimation of
channel parameters in a noncoherent DS/CDMA sys-
tem withM -ary orthogonal signal is possible by using a
maximum correlator output. We can also obtain perfor-
mance enhancement by coherent detection with phase
recovery. The hardware complexity of the proposed de-
tection technique is slightly increased when compared
to that of noncoherent detection. However, as the num-
ber of simultaneous users increases, the channel estima-
tion may be deteriorated. This can be circumvented by
combining the proposed channel estimator with multi-
user detector.
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