
ANEX 
 
1.1.-  CODING  SCHEMES 
 
MPEG-4 

The MPEG-4 standard (ISO/IEC 14496) has been published in 1998. It is 
designed to address the demands of highly interactive multimedia applications as well 
as traditional applications. MPEG-4 standard consists of tools for coding natural and 
synthetic video and audio and text. In addition, MPEG-4 standard includes a system part 
for synchronization of these streams. The MPEG-4 standard includes advanced 
functionality, for instance objectbased  coding, interactivity, scalability and error-
resilience. The MPEG-4 has adopted five error-resilience tools that provide some error 
robustness. These tools are video packet resynchronization, data partitioning, reversible 
variable length coding (RVLC), header extension code (HEC) and new prediction 
schemes. At the video decoder, these tools can be used to detect and conceal 
transmission errors. 

 MPEG-4 (Visual standard) offers three different techniques for scalable video 
coding: temporal scalability, spatial scalability and SNR fine granular scalability (FGS). 
Furthermore, the object-based scalability comes automatically with the object-based 
composition. These scalability schemes can also be combined to reach a finer scalability 
like space-temporal scalability. MPEG-4 (together with H.263) has been selected as a 
multimedia standard for 3rd Generation Partnership Project (3GPP). 

 
MPEG-4 FGS 

Fine granularity scalability is a coding method by which the rate as well as the 
quality increment changes in smaller steps. A major difference between FGS technique 
and other scalable and non-scalable video coding techniques is that FGS technique 
separates encoding from the distribution process. FGS coded video includes two layers, 
a base layer and enhancement layer.  

- Base layer is produced to provide a low but guaranteed level of quality and a 
normal encoding process can be used to achieve this layer.  

- The enhancement layer provides improvement to quality at rather small steps.  
 
The reconstruction error of the base layer is encoded in the enhancement layer using a 
bitplane representation of the DCT coefficients. The most significant bits are included 
into the bitstream for all macroblocks, followed by the second most significant bitplanes 
and so on. Because bitplanes are ordered like this, it is possible to stop the transmission 
of the enhancement layer data at any point, while being able to make use of all 
transmitted data up to that point. Fine granularity scalability video coding technique is 
included in the MPEG-4 standard. The coding efficiency of the FGS method is 
significantly lower than efficiency in non-scalable methods. The MPEG-4 FGS could be 
used as a reference for adaptive video coding technique in the PHOENIX project. 

 
 

H.264 / MPEG-4 AVC 
Studies on H.264 began within the Video Coding Expert Group (VCEG) of ITU-T in 
1999. The objectives of this standard were: 
 
- To provide efficient compression (a reduction of about 50% for the average bitrate at 
equivalent visual quality when compared to the other existing standards), 



- To present a reasonable ratio between complexity and coding efficiency, 
- To be easily adaptable to networked applications, and in particular wireless networks 
and internet (hence over IP)  
- To adopt a syntax easy to use, with a reduced number of profiles and options. 
 
 
H.264 main target applications are: 
- Duplex real-time voice services (e.g. visiophony) over wired or wireless (such as 
UMTS) networks (bitrate below 1 Mb/s and low latency), 
- Good or high quality video services for streaming over satellite, xDSL, or DVD 
(bitrate from 1 to 8 Mb/s and possibly large latency), 
- Lower quality streaming for video services with lower bitrate such as over Internet 
(bitrate below 2 Mb/s and possibly large latency). 
 

H.264 specifies only the video coding aspects, while the transport problematic is 
dealt by MPEG-4 system specifications. Still, as illustrated in  the next figure , H.264 
includes above its coding layer a flexible adaptation layer that allow it to be compatible 
with transport technologies of both wireless and wired worlds: 

 
- For phone networks through H.324 (circuit mode) or H.320 (fixed networks); 
- IP world through RTP/UDP/IP or TCP/IP stacks. 
This makes of H.264 a standard which is compatible with both mobile and fixed 
solutions, and can hence be a way to help the already beginning unification of those two 
worlds. 
 

 

 
It is to be noted that while being now part of MPEG-4 standard, H.264 is not 

directly compatible with the other MPEG-4 video parts, as the compression tools greatly 
differ. While not being completely different from the other existing video standards, the 
video coding layer of H.264 is characterized by the following new key aspects: 
- Better motion compensation, 
- Smaller blocks in the coding transform, 
- A new coding transform (inversible), 
- Improved deblocking filter  
- More efficient entropy coding 



 
 
1.2.-  MOBILITY MODULE 
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1.3.- BASIC SIMULATION CHAIN 

 PHOENIX project has created a simulation tool called  “Basic Simulation 
Chain”, which we have worked and simulated with at the same time as with OPNET 
Modeler. The goal of this “Basic Simulation Chain” is to represent the Transmission 
Network by setting several modules (this transmission chain is the same as the 
transmission chain in OPNET), inserting the hypotized optimisations and to coordinate 
the work by using the “JOINT CONTROLLERS”. 
 The chosen implementation election has been to standardize the interface files 
that have information about the packets to transmit and use them as an input and an 
output of each module. The function of each module is to get an interface file as an 



input, applying the transformations that must be simulated, to save the results in a 
second interface file and writing all the required information to the Controller in a 
“feedback” file, that will be read by the Controller to optimize the system. This 
mechanism has been introduce instead of  the real message exchange between the 
different modules. So the Network Transparency has been simulated by this manner, 
generating files for the communication of information. It has been though to keep 
independent all the modules and to call them by a simple global execution script in 
which we can set the parameters. Although the initial idea was creating a code  adapted 
to both Windows and Linux, at the end we have worked only with Linux because of its 
conveniences. 
 
 The chain is shown in the following graphic, showing as well the generated and 
sent information of the data video flow. 
 
 

 
 

Figure 9: Basic Simulation Chain Structure 
 
The Application Controller is invoked each cycle of transmission ( 1 sec), and it 

modifies the operation parameters. The obtained output is very attractive in the sense 
that the actual video quality at destination side can be observed. This is just the main 
objective if this Simulation Chain: Having in a reasonable short time, a system that can 
show tangible and observable results. 
 One of the disadvantages is the great amount of calculations at software level 
and hence the number of simulations come reduced because of this limitation. The 
primary aim of this transmission chain has obligated us to use a particular methodology  
of data transport by reading/writing files, once seen that a study of network mechanism 
to this information was no expected. This modules execution is in sequential manner 
and no concurrent as it is in the real system. 
 
 



LIST OF ACRONYMS 
4CIF  4 times Common Interchange Format (704x576 pixels) 
BER  Bit Error Rate 
CIF  Common Interchange Format (352x288 pixels) 
CSI   Channel state information 
ETSI  European Telecommunications Standards Institute 
DRI         Decision reliability information 
FEC  Forward Error Correction 
FER  Frame Error Rate 
fps  frames per second 
GPRS  General Packet Radio Service 
GSM  Global System for Mobile Communications 
HIPERLAN High Performance Radio LAN 
ICMP  Internet Control Message Protocol 
IP  Internet Protocol 
IPR   Intellectual Property Rights 
JSCC/D Joint source and channel coding and decoding 
MAC  Medium Access Control 
MOS  Mean Opinion Score 
NSI  Network State Information 
NT  Network Transparency 
OpNet  Optimized Network Performance 
PDA  Personal Digital Assistant 
PHY  PHYsical layer 
PSNR  Peak signal to noise ratio 
QCIF  Quarter Common Interchange Format (176x144 pixels) 
QoS  Quality of Service 
SAI  Source a-posteriori information 
SSI  Source significance information 
SRI  Source a-priori Information 
SPI  Source a-posteriori information 
RTCP  Real Time Control Protocol 
RTP  Real Time Protocol 
TCP  Transmission Control Protocol 
UDP  User Datagram Protocol 
UEP  Unequal Error Protection 
UMTS  Universal Mobile Telecommunications System 
UTRA   Universal Terrestrial Radio Access 
Uu   Radio Interface for UTRA 
WER  Word Error Rate 
WLAN Wireless Local Area Network 
WP   Work-Package 
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